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Abstract

We study the consequences of high-frequency trading (HFT)—and potential policy responses—via the tradeoff between liquidity and information production. Faster speeds facilitate HFT with consequences for this tradeoff: information production diminishes because informed traders have less time to trade before HFTs react, but liquidity (measured by the bid-ask spread) improves because informational asymmetries decline. HFT also pushes outcomes inside the frontier of this tradeoff. However, outcomes can be restored to the frontier by replacing the limit order book (LOB) with either of two alternative mechanisms: delaying all orders except cancellations or frequent batch auctions.
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1 Introduction

Financial markets have recently been transformed by faster speeds. For example, the BYX exchange has slashed the amount of time it requires to process an order sevenfold: from 445 microseconds in 2009 to 64 microseconds in 2018 (BATS, 2009, 2018). Furthermore, the round-trip travel time of communication between NASDAQ and the CME has nearly halved: from over 14.5 milliseconds in 2010 to 7.9 milliseconds today (Adler, 2012; Quincy Data, 2019). Another important feature of modern trading is that it is highly fragmented. Many stocks are now traded at over thirty venues, considerably more than just a decade ago.

Given this fragmentation, these recently faster speeds have increased the effectiveness of HFT strategies including order anticipation, which we describe below. A stylized fact is that latencies (the lag between when an order is sent to an exchange and when it is processed) are random, which implies that traders cannot ensure simultaneous processing of orders sent to several exchanges. Thus, if HFTs are sufficiently fast, they may observe the trade generated by the first such order to be processed by an exchange and react on the remaining exchanges before the orders of the original trader are processed there and in such a way that the original trader fails to trade successfully. This can take two forms: (i) traders may cancel their remaining quotes, which we call “passive-side order anticipation” throughout, or (ii) traders other than the original trader may trade against the remaining quotes, which we call “aggressive-side order anticipation” throughout.\(^1\)

In this paper, we present a model of order anticipation by HFTs, and we analyze both its consequences and potential policy responses through the lens of a well-known tradeoff between liquidity and information production. We obtain three main findings. First, faster speeds allow HFTs to be more successful at order anticipation, which improves liquidity in the sense of narrowing the bid-ask spread but which lessens information production. Second, order anticipation pushes outcomes inside the frontier of this tradeoff, which represents an inefficiency of HFT, albeit one that differs from the commonly-voiced concern that it is a socially costly arms race. Third, the inefficiency is due to aggressive-side (though not passive-side) order anticipation, and moreover, certain alternative trading mechanisms eliminate the inefficiency by preventing aggressive-side order anticipation.

\(^1\)Appendix B reports evidence of order anticipation culled from a variety of academic and industry sources. It also discusses the sources of randomness in latency and some quantifications of the magnitudes in question.
To obtain these results, we build a model that features random latency, multiple exchanges, and a single security that is traded by liquidity-investors, information-investors, and HFTs. Liquidity-investors trade for exogenous hedging, saving, or borrowing motives. Information-investors may, through costly research, obtain and subsequently trade on private information about the security. HFTs may trade for profit by speculating or by facilitating transactions with other traders. In the baseline, trading is conducted in LOBs.

In equilibrium, as in other literature (e.g., Budish et al., 2015), HFTs play two roles. One, the liquidity provider, facilitates trade by posting quotes at all exchanges. Others, snipers, wait to trade until order flow reveals a sufficiently strong signal of the value of the security. As is also standard, the liquidity provider faces adverse selection: information-investors and snipers trade against her quotes only when they are mispriced. To offset the resulting losses, the liquidity provider must set a bid-ask spread. Similar to other literature (e.g., Easley and O’Hara, 1987), information-investors trade larger quantities than liquidity-investors in equilibrium, so that order flow signals the investor’s type. Because of random latency, an information-investor’s orders are not processed simultaneously, which allows HFTs to act on this signal before he completes his trade. The liquidity provider reacts with passive-side order anticipation: sending cancellations for her remaining quotes after observing one or more trades. Snipers react with aggressive-side order anticipation: sending orders to trade against the remaining quotes after observing two or more trades. The resulting winner-take-all races may be won by the information-investor, the liquidity provider, or a sniper.

Using the comparative statics of the model, we then evaluate the consequences of recent improvements in HFT speed. Faster speeds enable HFTs to be more successful at order anticipation, with two primary economic consequences. A negative effect is a reduction in information production. Intuitively, order anticipation reduces the amount of rent that informed traders can extract by trading on a piece of information, thereby weakening the incentive to obtain such information. Less fundamental research is then conducted so that markets provide less information about the fundamental value of the security, potentially generating further (unmodeled) distortions in the wider economy. However, a positive effect is an improvement in liquidity as measured by the bid-ask spread. Order anticipation achieves this by lessening the adverse selection faced by liquidity providers through two channels: (i) passive-side order anticipation is itself successful avoidance of adverse selection, and (ii) through its effect on research, order anticipation reduces the amount of asymmetric
information available to create adverse selection. These two predicted consequences are in line with the conclusions of many empirical studies, and as we describe in the text, they also suggest a need to reinterpret the conclusions of some others.

Thus, when trading is conducted in LOBs, faster HFT speeds induce a tradeoff: information production diminishes, but the bid-ask spread narrows. Yet, another question is whether these outcomes lie on the frontier of this tradeoff. We show that they generally do not. Again, the reason is order anticipation—but more precisely, aggressive-side order anticipation. To see why, a necessary condition for reaching the frontier is that all profits from informed trading accrue to the agents who actually produce the information. Aggressive-side order anticipation violates this condition, as it amounts to snipers profiting from information they did not produce. We formalize this insight by, as in the spirit of mechanism design, optimizing over a general class of trading mechanisms so as to characterize the frontier. What is more, we also show that this frontier can be achieved by replacing the prevailing LOB with either of two realistic and plausible alternatives.

Non-cancellation delay mechanisms (NDs) add a small delay between receipt at an exchange and processing for all order types but cancellations. The effect is to eliminate aggressive-side order anticipation by allowing the liquidity provider to cancel mispriced quotes before they can be exploited by snipers. Adding randomness to the length of the delay creates an additional effect: investors become less able to synchronize across exchanges. Thus, randomness amplifies passive-side order anticipation, leading to a smaller spread and lower research intensity. In this way, a set of points on the frontier of the tradeoff can be implemented by varying the amount of randomness, including points that dominate the LOB outcome along both dimensions: with smaller spread and more research.

Frequent batch auctions (FBAs) are uniform-price sealed-bid double auctions conducted at repeated intervals. Following Budish et al. (2015), we consider batch intervals that are “long” relative to latency and synchronized across exchanges. This has an effect opposite that of a randomized ND: investors become more able to synchronize across exchanges. Thus, FBAs prevent not only aggressive-side but also passive-side order anticipation. FBAs therefore implement a point on the frontier of the tradeoff, yet one with a larger spread and more intensive research than either the LOB or any ND outcome. This reverses the result of Budish et al. (2015), who, studying a model in which information is modeled as exogenous public news, find that FBAs implement a smaller spread than the LOB.
The remainder of the paper is organized as follows. Section 2 discusses related literature. Section 3 presents the model. Section 4 describes equilibrium in the baseline where trading occurs in LOBs, and it also assesses theoretically the consequences of recent improvements in HFT speed. Section 5 describes the tradeoff between liquidity and information production, showing that the baseline equilibrium is not on its frontier. Section 6 characterizes the equilibria prevailing under the two aforementioned alternative trading mechanisms. Section 7 concludes.

2 Related Literature

Our model connects especially to two literatures. First, the literature on market microstructure, specifically the strand focusing on liquidity and asymmetric information (Glosten and Milgrom, 1985; Kyle, 1985; Easley and O’Hara, 1987; Glosten, 1994; Back and Baruch, 2004). Other work has demonstrated that public information may give rise to similar forces when trading takes place in LOBs (Foucault, 1999; Goettler et al., 2009; Budish et al., 2015; Foucault et al., 2017), with the more recent contributions also highlighting connections to HFT. The aspects of our model that pertain to trading build on some of these papers by embedding communication latency within a multi-exchange financial system. Second, our model also connects to the literature on information acquisition in financial markets. Central is Grossman and Stiglitz (1980) who study the incentives to acquire information and repercussions for informational efficiency. Combining ingredients from these two literatures, our paper embeds information acquisition in a realistic model of modern trading. This allows our model to capture the tradeoff between liquidity and information production. What is more, it permits us to study how this tradeoff is influenced by various features of market microstructure, including the speed of traders and the mechanism that governs trading.

Order anticipation lies at the heart of our model: HFTs attempt to infer the investor’s information as he trades, and they respond by canceling their quotes (i.e., passive-side order anticipation) or by trading themselves (i.e., aggressive-side order anticipation). Versions of this behavior have been considered in earlier literature. Indeed, one might interpret the market maker’s behavior in Kyle (1985)—adjusting prices in response to information inferred from order flow—as a form of passive-side order anticipation. Subsequently, Yang and Zhu (forthcoming) add aggressive-side order anticipation to a two-period Kyle (1985) model by
including HFTs who are endowed with a superior ability (relative to the market maker) to extract information from order flow, which affects how the insider works his order across time. In contrast, our information-investors split their orders not across time but rather across exchanges. While this precludes speaking to dynamic considerations, it allows us to capture the microstructure of the trading environment in more detail, and thus to formulate an explicit model of the source of signals that permit aggressive-side order anticipation.

Other models of HFT include those of Biais et al. (2015) and Foucault et al. (2016), which, like Yang and Zhu (forthcoming), limit HFTs to aggressive trading. Consequently, faster speeds increase adverse selection against liquidity providers, harming liquidity. On the other hand, in Aït-Sahalia and Sağlam (2017a,b) HFTs are limited to passive trading and thus are liquidity providers. Consequently, faster speeds decrease adverse selection and improve liquidity. In contrast to these models, ours includes both aggressive and passive HFTs, and for that reason we capture both of the intuitive effects mentioned above. Interestingly, we nevertheless find that the latter effect dominates, so that faster speeds improve liquidity on net. Finally, other models that similarly include both aggressive and passive HFTs are those of Foucault et al. (2013); Jovanovic and Menkveld (2016); Foucault et al. (2017); Menkveld and Zoican (2017); and Budish et al. (2015). The details of our model build most heavily on the latter. Our main incremental contribution can be thought of as endogenizing the signals to which HFTs react. In Budish et al. (2015), these signals are exogenous. But in our model, they are patterns in order flow that arise endogenously from informed trading in fragmented markets. As we explain in the text, this difference proves important.

Finally, others have used models of HFT to evaluate alternative trading mechanisms or other interventions. Wah and Wellman (2013); Budish et al. (2015); Bongaerts and Van Achter (2016); Jovanovic and Menkveld (2016); Rojček and Ziegler (2016); Aït-Sahalia and Sağlam (2017b); Du and Zhu (2017); Brolley and Cimon (2018); Aldrich and Friedman (2019); and Bernales (forthcoming) variously consider Tobin taxes, cancellation fees, minimum resting times, pro-rata matching, batch auctions, and order processing delays.

3 Baseline Model

A single security is traded on multiple exchanges. An investor, who may be either liquidity-motivated or information-motivated, arrives at a random point in time. And there are two
types of HFTs.

**Limit order book.** There are \( X \geq 1 \) exchanges. In the baseline, each exchange operates a separate LOB in which prices are continuous and shares are divisible, but we later consider alternative trading mechanisms. Our model of LOB trading is standard, but it is useful to highlight two special order types, both common in practice. An *immediate-or-cancel order* is a limit order that is automatically cancelled if it does not lead to an immediate trade (i.e., cancelled if it is non-marketable).\(^2\) In contrast, a *post-only order* is automatically cancelled if it does lead to an immediate trade (i.e., cancelled if marketable).

Orders are processed sequentially in the usual way.\(^3\) If multiple orders arrive at the same time, ties among traders are broken uniformly at random (as by a small amount of random latency). Traders observe orders when they are processed, but trading is anonymous in that they do not observe identities behind orders they did not themselves submit.

**Time.** Fix \( \varepsilon \) to be some positive infinitesimal.\(^4\) The set of time periods is \( T = \{0, \varepsilon, 2\varepsilon, \ldots, 1\} \). See footnote 4 for a discussion of the mathematical tools used in the background to make this construction rigorous. In a period \( t \in T \), events occur in the following order: (i) the investor may arrive, (ii) previously sent orders are processed, and (iii) new orders are sent.

**Latency.** Latency is the time between when an order is submitted by a trader and when it is processed by the exchange. It is drawn from a distribution with two-point support \( \{\varepsilon, 3\varepsilon\} \). Thus, an order sent at \( t \in T \) will be processed at either \( t + \varepsilon \) or \( t + 3\varepsilon \). We allow (but do not require) the HFTs and the investor to differ in their probabilities of obtaining the shorter

---

\(^2\)Market orders can be thought of as immediate-or-cancel orders that specify infinite limit prices. Because there will be latency in our model, quotes can change while orders are en route. For that reason, using a market order is a weakly dominated strategy: an immediate-or-cancel order specifying an appropriately-chosen limit price achieves the same end while also guarding against execution at unattractive prices.

\(^3\)If the incoming order is to buy (sell) at a price at or above (below) the ask (bid), then a trade occurs at the ask (bid). The incoming order is referred to as aggressive and the matching order as passive.

\(^4\)An *infinitesimal* \( \varepsilon \) is a number for which \(|\varepsilon| < 1/n\) for all \( n \in \mathbb{N} \). The idea is formalized by a branch of mathematics known as nonstandard analysis (Robinson, 1966). Nonstandard analysis is based on the hyperreal numbers \( {}^*\mathbb{R} \), an ordered field extension of the real numbers, that contains both infinites and nonzero infinitesimals. Similarly, the hypernatural numbers \( {}^*\mathbb{N} \) contain not only the standard natural numbers but also infinites. Formally, our approach is the following. Fix \( N \in {}^*\mathbb{N} \setminus \mathbb{N} \) to be some infinite hypernatural, and define \( \varepsilon = 1/N \). This is tantamount to dividing the unit interval into \( N \in \mathbb{N} \) discrete time periods, then letting \( N \) diverge to infinity. But rather than working with the sequence, we work directly in the limit. Remark 1 explains the reasons for this approach.
latency, letting $p_H$ and $p_I$ denote those probabilities, respectively.\footnote{Though not required for our results, it might be natural to assume $p_H > p_I$. Indeed, different traders face different economic problems when determining which speed technologies to adopt (e.g., due to economies of scale or complementarities with other trading activity), which may lead to differing levels of speed.} We do require $p_H \geq 0.5$ and $p_I \geq 0.5$. On that domain, an increase in the parameter monotonically reduces both the expected value and the variance of latency, and can thus be unambiguously interpreted as an improvement in technology. The same latency applies to all orders sent by a given trader to a given exchange in a given time period, but latencies are otherwise drawn independently.

Remark 1. Latency is measured in multiples of the infinitesimal $\varepsilon$. This construction approximates the reality of incredibly fast speeds in modern markets wherein latencies—often on the order of microseconds—are negligible relative to the rate at which real economic activity takes place (e.g., the rate at which investors arrive to trade). This is also useful for tractability, in two ways. First, it allows us to deliver an equilibrium that is stationary in the sense that the spread remains constant until a trade occurs, which would not be possible with conventional constructions of time. (We remark further on this in the penultimate paragraph of Section 4.2.) Second, it allows us to deliver a clean formalization of certain alternative trading mechanisms by providing a simple language for lengths of time that are both long relative to latency and short in an overall sense. For instance, if one interprets $\varepsilon$ as a microsecond, then one might interpret $\sqrt{\varepsilon}$ as a millisecond and use it to model a one-millisecond order processing delay.

Security. A single security has a fundamental value per share $v$, which is either $-1$ or $1$ (each with equal probability), is chosen by nature prior to time 0, and is initially unknown by all traders. After trading ends, positions are liquidated at $v$ per share.

Investor. An investor arrives at a time drawn from the uniform distribution on $\mathcal{T}$.\footnote{This distribution can be constructed as in Loeb (1975). Moreover, our assumption that the distribution is uniform can be significantly weakened, although we omit the details here.} He is an information-investor with probability $\lambda \in (0, 1)$ and a liquidity-investor otherwise.

If he is an information-investor, then immediately upon arrival he chooses a research intensity $r \in [0, 1]$ at the cost $c(r)$. This cost function is assumed to be continuously differentiable, weakly increasing, and weakly convex. Research intensity determines his success in obtaining information: he learns $v$ with probability $r$ and fails to learn it otherwise.

If he is a liquidity-investor, then he has either a buying motive or a selling motive (each with equal probability), which is modeled as a utility bonus of size $\beta$ that is earned if he is,
respectively, long or short exactly one share of the security when trading ends. We assume that 
\( \beta \geq \frac{\lambda X}{1-\lambda+\lambda X} \), where recall that \( X \) denotes the number of exchanges in the economy. As subsequent derivations will reveal, this assumption is sufficient to ensure that adverse selection is not so severe that the equilibrium spread exceeds \( 2\beta \), which would crowd out trade from liquidity-investors and lead to market breakdown.

**HFTs.** There are two types of HFTs: liquidity providers and snipers. There are at least two liquidity providers and an infinite number of snipers.\(^7\)

**Actions.** Aside from an information-investor’s choice of research intensity, the available actions are orders that can be sent. Information-investors, liquidity-investors, and snipers are restricted to immediate-or-cancel orders. Liquidity providers are restricted to post-only orders (and cancellations thereof). The investor is restricted to sending orders only in the time period of his arrival. HFTs are prohibited from sending orders in any two time periods that are infinitely close.\(^8\) Information-investors and HFTs can send orders to any exchange. A liquidity-investor can send orders only to his “home exchange,” which is selected uniformly at random from the set of exchanges.

**Payoffs.** From acquiring a portfolio consisting of \( y \) dollars and \( z \) shares, an HFT receives utility \( y + zv \), a liquidity-investor with a buying motive \( y + zv + \beta \mathbb{1}\{z = 1\} \), and a liquidity-investor with a selling motive \( y + zv + \beta \mathbb{1}\{z = -1\} \). An information-investor who acquires this same portfolio and chooses research intensity \( r \) receives utility \( y + zv - c(r) \).

---

\(^7\)To formalize and clarify what we mean by “infinite”: one should think of our model as the limit of a sequence of models with finite numbers of HFTs. The precise method for taking this limit does not matter for our main analysis, and accordingly, we do not detail it here. But it does matter for supplemental analysis that we conduct in Appendix G.2, where we discuss some of the most natural possibilities. (As an aside: essentially equivalent to this sequence-based approach would be to again leverage nonstandard analysis so as to feature a hypernatural number of HFTs.) Indeed, there are indeed many HFTs in practice, on the order of hundreds in U.S. markets.

\(^8\)Two times \( t, t' \in \mathbb{T} \) are infinitely close if \( |t - t'| \) is an infinitesimal. Without this restriction, an HFT who sent an order at \( t \) might wish to send a redundant order at \( t + \varepsilon \) because, given the randomness of latency, the latter order might arrive before the former. Allowing for such behavior would complicate the subsequent mathematics, but without changing the main forces of the model.
4 Limit Order Book

In this section, we study the baseline model in which each exchange operates a separate LOB. We describe equilibrium behavior, and we discuss comparative statics.

4.1 Equilibrium Description

Our first result characterizes the LOB equilibrium in terms of two outcome variables: the spread and research intensity. The solution concept is weak perfect Bayesian equilibrium (WPBE), where the relevant beliefs are about the value of the security.9

Proposition 1. Under the LOB, there exists a WPBE in which the spread $s^*_{LOB}$ and research intensity $r^*_{LOB}$ are the unique solution to

$$s^*_{LOB} = \frac{2\lambda r^*_{LOB}(X_I + X_S)}{1 - \lambda + \lambda r^*_{LOB}(X_I + X_S)}$$

(1)

$$r^*_{LOB} \in \arg \max_{r \in [0,1]} \left\{ r(1 - s^*_{LOB})^2 - c(r) \right\}$$

(2)

where

$$X_I = X_{pI} + X(1 - p_I)^X + (1 - p_H)(X - 1)X_{pI}(1 - p_I)^{X-1}$$

$$X_S = X(1 - p_I) - X(1 - p_I)^X - (X - 1)X_{pI}(1 - p_I)^{X-1}$$

represent the expected number of trades made by an information-investor and snipers, respectively, conditional on an information-investor learning $v$.

In terms of $(s^*_{LOB}, r^*_{LOB})$ as characterized by Proposition 1, equilibrium strategies are:

- **Investor.** If he is a liquidity-investor with a buying (selling) motive, then he sends to his home exchange an immediate-or-cancel order to buy (sell) one share at the price $\beta$ $(-\beta)$.

  If he is an information-investor, then he conducts research with intensity $r^*_{LOB}$. If he learns the value of the security to be $v = 1$ ($v = -1$), then he sends to each exchange an immediate-or-cancel order to buy (sell) one share at the price $1$ $(-1)$. He sends no orders if he does not learn $v$.

- **Liquidity providers.** One liquidity provider is active on the equilibrium path and is referred to as “the liquidity provider” in what follows. At time 0, she sends to each

9A WPBE consists of strategies and beliefs such that (i) strategies are optimal given beliefs, and (ii) beliefs are consistent with Bayesian updating whenever possible.
exchange a post-only order to buy one share at the bid $-s^*_\text{LOB}/2$ and another to sell one share at the ask $s^*_\text{LOB}/2$. If at any time $t$ one or more trades occur, then she sends cancellations for all her remaining orders, doing so in that same period.

A second liquidity provider who is inactive on path but may be active off path is referred to as “the enforcer.” If at some time $t \geq 3\varepsilon$ prior to which no trade has occurred, the LOB at some exchange consists of anything other than a post-only order to buy one share at $-s^*_\text{LOB}/2$ and a post-only order to sell one share at $s^*_\text{LOB}/2$, then she sends such orders to that exchange, doing so in that same period.

The remaining liquidity providers remain completely inactive both on and off path.

- **Snipers.** If at any time $t$ trades occur at the ask (bid) at two or more exchanges, then each sniper sends to all other exchanges an immediate-or-cancel order to buy (sell) one share at the price $1$ ($-1$), doing so in that same period.

The paragraphs that follow sketch why these strategies constitute an equilibrium, and we defer to the proof of Proposition 1 in Appendix A for a formal treatment. While HFTs cannot directly observe whether the investor is information-motivated or liquidity-motivated, a signal of that can be extracted from the pattern of his trades. HFTs monitor these trades, update their beliefs about the investor’s motives using Bayes’ rule, and react in a way that depends on their type. The liquidity provider attempts to cancel her quotes whenever the expected value of future trades against them is negative. Snipers attempt to trade whenever there is an opportunity to arbitrage quotes against their beliefs.

To describe behavior on path, we separately consider two cases (cf. Figure 1). First, suppose that the first trades to occur are two or more that take place simultaneously. Because a liquidity-investor sends just a single order, this implies an information-investor, which allows the HFTs to infer the value of the security. Snipers, now knowing that the remaining quotes present an arbitrage opportunity, attempt to trade against them. For the same reason, the liquidity provider sends cancellations for all remaining quotes. In this case, HFTs react to endogenously-generated order flow in a way analogous to how they react to exogenous public news in Budish et al. (2015). Second, suppose that the first trade takes place in isolation. This can occur whether the investor is information-motivated or liquidity-motivated, and it does not permit an inference about the value of the security that is sufficiently strong to indicate an arbitrage opportunity. Snipers, therefore, do not react.
In contrast, the liquidity provider does react, sending cancellations for all remaining quotes. This is because a liquidity-investor sends just a single order, implying that any future trades would be information-motivated.

Figure 1: Illustration of equilibrium (LOB)

One equilibrium scenario: (i) the investor sends orders at $t \in T$, either to one or all exchanges depending on his type, and (ii) at least one order receives the shorter latency and is processed at $t + \varepsilon$ (solid black arrow), while any remaining orders receive the longer latency and are processed at $t + 3\varepsilon$ (dashed black arrow). HFTs react to the trade(s) at $t + \varepsilon$ by sending orders that may be processed at $t + 2\varepsilon$ or $t + 4\varepsilon$ (dashed gray arrows). With only a single trade at $t + \varepsilon$, only the liquidity provider reacts. With two or more trades at $t + \varepsilon$, snipers react as well.

Bertrand competition among liquidity providers leads us to focus on equilibria in which the liquidity provider earns zero profits in expectation.\(^\text{10}\) This is ensured by requiring the equilibrium spread to balance the revenue from trades with liquidity-investors against the costs of adverse selection exerted by information-investors and snipers. When a liquidity-investor is present, which occurs with probability $1 - \lambda$, the liquidity provider earns the half-spread $s^*_{LOB}/2$ on the one trade that takes place. On the other hand, when an information-investor is present and learns the value of the security, which occurs with probability $\lambda r^*_{LOB}$, the liquidity provider loses $1 - s^*_{LOB}/2$ on each of the $X_I + X_S$ trades that take place. The zero-profit condition is therefore

\[
(1 - \lambda)\frac{s^*_{LOB}}{2} = \lambda r^*_{LOB}(X_I + X_S)\left(1 - \frac{s^*_{LOB}}{2}\right).
\]

Solving for the spread yields equation (1) in the proposition. The liquidity provider cannot profitably deviate from this spread: narrower quotes would yield negative expected profits and wider quotes would be undercut by the enforcer.

Equation (2) in the proposition ensures that information-investors conduct research with an intensity that optimally balances costs and benefits. The cost of implementing a research

\(^{10}\)Although considerable profits may have accrued in the early days of HFT, they were short-lived (e.g., WSJ, 2017). Furthermore, much of the rest of the literature also assumes competitive liquidity provision (e.g., Glosten and Milgrom, 1985; Kyle, 1985).
intensity $r$ is $c(r)$. The corresponding benefit is the product of (i) $r$, the probability of learning the value of the security, (ii) $X_I$, the number of trades an information-investor can expect to complete, and (iii) $1 - s_{LOB}^2/2$, his profit per trade: the magnitude of his informational advantage minus the half spread.

### 4.2 Remarks

Although each liquidity-investor desires to trade just a single share, aggregate quoted depth exceeds that amount in equilibrium. The reason is our assumption that each liquidity-investor trades only at his home exchange, which we interpret as an extreme way of capturing frictions that affect order routing decisions. In practice, there may be many sources of such frictions: broker-client conflicts of interest, technological barriers to observing prices in real time, etc. What these frictions accomplish is to fragment the collective order flow of liquidity-investors. In response, liquidity providers must quote more aggregate depth. In the model, depth in fact scales linearly in the number of exchanges because the liquidity provider optimally offers one share at both the bid and the ask at each exchange in order to serve a liquidity-investor who might attempt to trade there.\footnote{That adding a trading venue deepens the aggregate book is corroborated by empirical evidence (e.g., Boehmer and Boehmer, 2003; Fink et al., 2006; Foucault and Menkveld, 2008; He et al., 2015; Aitken et al., 2017). On the theory side, Dennert (1993) also features this force.}

Note that fractional shares could be quoted: although liquidity-investor demand is not divisible, shares are.

In contrast to liquidity-investors, information-investors do desire to trade against the entire aggregate depth. For this reason, a larger number of exchanges targeted is a signal of informationally-motivated trade.\footnote{A similar property is also present in many other models (Kyle, 1985; Easley and O’Hara, 1987; Glosten, 1989, 1994; Biais et al., 2000), where it either emerges or is assumed that larger volumes signal more information about the value of the security. The aforementioned property of our model differs only in that ours is a multi-exchange setting where volume is effectively measured by the number of exchanges targeted. And consistent with all this is empirical evidence that large trades tend to be more informed than their smaller counterparts (e.g., Hasbrouck, 1991; Lin et al., 1995; Easley et al., 1997; Chakravarty et al., 2012).} This is what allows HFTs to extract information from order flow. What allows them to use that information is random latency. While an information-investor sends all orders in a wave simultaneously at a time $t$, random latency may create dispersion in their processing times at the separate exchanges, with some orders being processed at $t + \varepsilon$ and others at $t + 3\varepsilon$. It is this dispersion that permits order anticipation. Having observed trades at some exchanges at $t + \varepsilon$, HFTs react by sending orders to
the remaining exchanges, which may be processed at \( t + 2\varepsilon \), before the information-investor’s remaining orders are processed at \( t + 3\varepsilon \). Passive-side order anticipation occurs when the liquidity provider, reacting in this way, cancels a quote before the information-investor can trade against it. Aggressive-side order anticipation occurs when a sniper removes such a quote by trading against it herself.

Smart order routers, with RBC’s THOR (Aisen et al., 2015) as prominent example, attempt to mitigate the effects of order anticipation by releasing orders in a wave at slightly different times, giving a head start to those sent to high-latency exchanges. But in our model, information-investors face the same latency distribution at each exchange, as if they were already employing such an algorithm.

Equilibrium is stationary in the sense that the spread remains constant until a trade occurs, at which point there is a burst of activity whose nature does not depend on calendar time. Important for delivering this type of tractability is the fact that the distribution governing the investor’s arrival time is infinitely more diffuse than the distribution governing latency. That is one way nonstandard analysis helps to deliver a tractable model. Conversely, in analogous models with more conventional timing, the scales of these two distributions necessarily differ by only a finite multiple. In consequence, such models are instead plagued by technicalities that do not correspond to important economic forces. See Appendix C.7 for details.

Proposition 1 does not assert the uniqueness of equilibrium—only existence—but we do not view this as problematic for two reasons. First, the selected equilibrium has many features that one might reasonably expect (e.g., symmetry across exchanges, zero profits for liquidity providers, etc.). Moreover, we argue in Appendix C.10 that all equilibria with these features give rise to the same outcome \((s^{*}_{LOB}, r^{*}_{LOB})\). Second, when we compare the LOB to alternative mechanisms in Section 6, we ensure that we are doing so in a consistent way by making the same equilibrium selection. That is, equilibrium strategies remain fixed in all aspects except the spread and research intensity, and the different mechanisms have an

\[\text{In short, the issue is the following. Because a liquidity-investor sends a single order while an information-investor sends multiple orders at once, an information-investor’s minimum latency (the minimum taken across the orders he sends) is first-order stochastically dominated by a liquidity-investor’s latency. If the scale of the latency distribution is not infinitesimal, then calendar time becomes informative about the next order to arrive (its likelihood of being liquidity-motivated relative to information-motivated), and the spread would vary with time as a result.}\]
effect only by influencing how those fixed strategies map into trading outcomes.

4.3 Effect of Faster Speed

Our first main insight concerns the effects of faster HFT technologies. To derive it, we study how the equilibrium of Proposition 1 varies with the parameter $p_H$.\textsuperscript{14} In answering this question of comparative statics, we again focus on two outcome variables: liquidity, as measured by the spread, and information production, as measured by research intensity.

**Corollary 2.** *Both the spread $s^*_{LOB}$ and research intensity $r^*_{LOB}$ are weakly decreasing in $p_H$.*

According to the corollary, an increase in $p_H$ (i.e., a faster speed) reduces equilibrium research intensity. Intuitively, faster HFTs are more adept at order anticipation, curtailing the fills that information-investors receive. This disincentivizes research and leads to less of it in equilibrium.\textsuperscript{15} This empirical implication—that faster HFT technologies lead to less fundamental research and hence less informative prices—is in line with findings of Weller (2018); Lee and Watts (2018), and Gider et al. (2019). In contrast, several other papers argue for the opposite—that HFT makes prices more informative—but these differing findings can be explained by use of an incomplete notion of informativeness. For example, Hendershott et al. (2011) study an upgrade that resulted in faster HFT, finding price changes to be less correlated with trades afterward. This is indeed consistent with faster speeds leading to more passive-side order anticipation, and it does suggest that information is worked into prices faster conditional on becoming available. But this evidence says little about the extent of fundamental research or the probability of information becoming available in the first place.\textsuperscript{16}

An increase in $p_H$ also reduces the equilibrium spread. The liquidity provider quotes a smaller spread when HFTs are faster because she faces less adverse selection, which is for two reasons. First, as described above, faster speeds reduce research intensity and therefore reduce the amount of information that is ultimately traded upon. Second, faster speeds facilitate passive-side order anticipation, enabling the liquidity provider to cancel more mispriced

\textsuperscript{14}See Appendix C.1 for comparative statics with respect to the remaining parameters (viz. $p_I, \lambda, X$).

\textsuperscript{15}That information leakage disincentivizes research is also observed by the literature on dual trading (Fishman and Longstaff, 1992; Röell, 1990). More broadly, that incentives to acquire information are related to the rents that can be derived from it is illustrated by many models (e.g., Grossman and Stiglitz, 1980).

\textsuperscript{16}Other empirical work similarly argues that HFT improves price informativeness (Brogaard, 2010; Carrion, 2013; Brogaard et al., 2014; Chaboud et al., 2014; Conrad et al., 2015; Boehmer et al., 2018).
quotes before they are exploited. This empirical implication—that faster HFT technologies lead to smaller spreads—is in line with the majority of the evidence on this topic.\footnote{Empirical evidence that enhanced HFT reduces the spread (or generally improves liquidity) is found by Brogaard (2010); Hendershott et al. (2011); Hasbrouck and Saar (2013); Menkveld (2013); Frino et al. (2014); Brogaard et al. (2015); Conrad et al. (2015); Boehmer et al. (2018); and Malinova et al. (2018).}

This comparative static also represents an interesting contrast to Budish et al. (2015) in which HFT speed has no effect on the spread. In their model, HFTs react to exogenous signals. The resulting race to react is only among themselves, and its nature is not affected by their absolute speed. But in our model, HFTs react to endogenous patterns in order flow. The resulting race to react therefore also includes the information-investor whose orders triggered the race. Thus, faster HFT speeds do affect the nature of that race, reducing adverse selection by intensifying the speed disadvantage of the information-investor.

\section{Feasible Outcomes}

Liquidity and information production—or in our context, a small spread and a high research intensity—are desirable properties of financial markets. But these two objectives often conflict: to incentivize information production, agents must be able to trade on information they produce, which then typically exacerbates adverse selection and worsens liquidity. The comparative statics of the previous section illustrate this conflict. According to Corollary 2, when HFTs become faster, liquidity improves but information production diminishes.

Given the conflict between these dual objectives of liquidity and information production, it is useful to consider what is feasible in their two dimensions. Importantly, reaching the frontier of this feasible set requires that all profits from informed trading flow to the agents who actually produce the information. Our next main insight is that this necessary condition does not hold in the LOB equilibrium for the reason that aggressive-side order anticipation enables snipers to profit from information they did not produce. In this section, we take an approach that is in the spirit of mechanism design to formalize this insight and to provide a framework for evaluating alternatives to the LOB.
5.1 Framework

We use two criteria to evaluate a trading mechanism: liquidity and information production. As before, information production is measured by research intensity. In previous sections, liquidity had been measured by the spread. But here, we wish to consider general mechanisms, including some that do not feature a spread. We therefore employ what amounts to a change of variables and take liquidity-investor welfare (or more precisely, the investor’s expected utility conditional on being a liquidity-investor) to be our measure. For our model of the LOB, liquidity-investor welfare is equivalent to the spread through \( w_{\text{LOB}}^* = \beta - s_{\text{LOB}}^*/2 \). (Analogous equalities also hold for the mechanisms we analyze in Section 6.)

There are, of course, other potential criteria, for example those that consider the welfare of HFTs or information-investors. But our analysis focuses on the two aforementioned criteria because of their central position in the literature and because they are the aspects of our model that tie most closely to the stated objectives of most regulatory bodies.

We then proceed to characterize what is feasible in terms of these two criteria. To do so, we imagine the problem of a social planner who recommends a research intensity to the investor and also allocates resources (dollars and shares). The planner does not observe research directly and to incentivize it must therefore make the allocation a function of the state, subject to several constraints that are formally defined in the next section. This framework nests optimization over a wide range of trading mechanisms, including the LOB and the alternatives considered in Section 6.

5.2 Formalities

Potential investor characteristics define five states: (i) a liquidity-investor with a buying motive, (ii) a liquidity-investor with a selling motive, (iii) an information-investor who learns \( v = 1 \), (iv) an information-investor who learns \( v = -1 \), or (v) an information-investor who fails to learn \( v \). We denote these five states \( \Theta = \{B, S, 1, -1, 0\} \), respectively, and use \( \theta \)

\(^{18}\)Although informative prices are not valuable to the traders in our model, the literature has identified several channels through which they may be a positive externality for non-traders (cf. Appendix E).

\(^{19}\)Note that with a richer model of liquidity-investors—for example, if they were risk averse and traded to hedge their endowment shocks—a reduction in liquidity would crowd out their trading and reduce allocative efficiency. This may provide an additional reason to prioritize liquidity.

\(^{20}\)Nevertheless, we argue in Appendix G that our key results would extend if the liquidity-investor welfare criterion were replaced by either (i) total investor welfare, or (ii) total trader welfare.
for a typical element. The probability distribution over $\Theta$ is affected by the choice of $r$: $P(B) = P(S) = (1 - \lambda)/2, P(1) = P(-1) = \lambda r/2$, and $P(0) = \lambda(1 - r)$.

Letting $v(\theta)$ denote the expected value of the security conditional on available information, we have $v(B) = v(S) = v(0) = 0, v(1) = 1$, and $v(-1) = -1$. Let $\mathcal{H}$ denote the set of HFTs (including both liquidity providers and snipers). The expected utility that HFT $h \in \mathcal{H}$ receives from a portfolio consisting of $y$ dollars and $z$ shares in state $\theta$ is $u_h(y, z|\theta) = y + zv(\theta)$. Similarly, the expected utility, gross of research costs, that the investor receives from a portfolio consisting of $y$ dollars and $z$ shares in state $\theta$ is

$$u(y, z|\theta) = \begin{cases} y + zv(\theta) + \beta 1\{z = 1\} & \text{if } \theta = B \\ y + zv(\theta) + \beta 1\{z = -1\} & \text{if } \theta = S \\ y + zv(\theta) & \text{if } \theta \in \{1, -1, 0\} \end{cases}$$

We consider contracts among the planner, the investor, and HFTs. A contract specifies a research intensity as well as payments to the traders as functions of the state, which may be in the form of dollars, shares, or both. Let $y(\theta)$ and $z(\theta)$ denote, respectively, the number of dollars and shares paid to the investor in state $\theta$ under such a contract. Let $y_h(\theta)$ and $z_h(\theta)$ denote the corresponding quantities for HFT $h \in \mathcal{H}$. The following analysis treats these quantities as deterministic, but allowing for randomization would not change any results.

The outcome of a contract is determined by two criteria: (i) research intensity, denoted $r$, and (ii) liquidity-investor welfare, denoted $w$. The feasible set, denoted $\mathcal{F}$, consists of outcomes that can be implemented by contracts satisfying certain constraints.

$$\mathcal{F} = \left\{(r, w) \mid \exists y(\theta), \exists z(\theta), \exists \{y_h(\theta)\}_{h \in \mathcal{H}}, \exists \{z_h(\theta)\}_{h \in \mathcal{H}} \text{ such that } \begin{array}{l} (W), (BB-1), (BB-2), (IR-I), (IR-H), (O) \end{array} \right\}$$

where:

(W) $w = \frac{1}{2} u(y(B), z(B)|B) + \frac{1}{2} u(y(S), z(S)|S)$

(BB–1) $(\forall \theta \in \Theta): y(\theta) + \sum_{h \in \mathcal{H}} y_h(\theta) = 0$

(BB–2) $(\forall \theta \in \Theta): z(\theta) + \sum_{h \in \mathcal{H}} z_h(\theta) = 0$

(IR–I) $(\forall \theta \in \Theta): u(y(\theta), z(\theta)|\theta) \geq 0$

(IR–H) $(\forall h \in \mathcal{H}): \mathbb{E}_r[u_h(y_h(\theta), z_h(\theta)|\theta)] \geq 0$

(O) $r \in \arg \max_{x \in [0, 1]} \left[ \frac{\beta}{2} u(1, |1|1) + \frac{\beta}{2} u(-1, |z(-1)| - 1) + (1 - \hat{r}) u(y(0), z(0)|0) - c(\hat{r}) \right]$

The constraint (W) is definitional: it requires $w$ to represent the investor’s expected
utility conditional on being a liquidity-investor. (BB–1) and (BB–2) require budget balance with respect to dollars and shares, respectively. (IR–I) requires individual rationality for the investor at the interim stage: after learning his type but before the resolution of any residual uncertainty about \( v \). (IR–H) requires individual rationality for HFTs at the ex ante stage. Finally, (O) requires the investor’s choice of research intensity to be optimal.\(^{21}\)

5.3 The LOB Does Not Achieve the Frontier of \( \mathcal{F} \)

The set of feasible outcomes is characterized by the following proposition.

**Proposition 3.** The feasible set is \( \mathcal{F} = \{(r, w) \mid r \in [0, 1], w \in [0, \beta - \frac{\lambda}{1 - \lambda} r c'(r)]\} \).

In particular, an outcome \((r, w) \geq (0, 0)\) is on the frontier of \( \mathcal{F} \) if and only if

\[
(1 - \lambda)(\beta - w) = \lambda r c'(r).
\]  

(3)

Intuitively, the constraints of the problem can be combined in such a way that they distill to a single tradeoff: information-investors can be incentivized to conduct research but only if they are paid with funds raised through a tax on liquidity-investors. The left-hand side of (3) is the share of liquidity-investors multiplied by the per-capita liquidity-investor tax. The right-hand side is the share of information-investors multiplied by \( r c'(r) \), where the latter represents the minimum expected payment required to incentivize an information-investor to research with intensity \( r \).\(^{22}\) To be on the frontier, it must be the case that liquidity-investors are not taxed beyond the minimum necessary to incentivize the desired level of research.

While Proposition 3 characterizes the feasible set, it does not speak to the particular point in the set that a social planner would optimally implement. Nevertheless, a necessary condition for optimality is that the outcome be on the frontier of the set. A corollary of Propositions 1 and 3 is that the LOB equilibrium generally fails this requirement.

**Corollary 4.** If \( X > 2, p_I < 1, \) and \( c'(0) < X_I \), then the LOB outcome is not on the frontier of \( \mathcal{F} \).

\(^{21}\)Note that this formulation does not impose a truthfulness constraint to require that the investor find it optimal to report \( \theta \). In that sense, we are essentially analyzing a relaxed problem, involving fewer constraints than there “should” be. Nevertheless, because the alternative trading mechanisms that we discuss in Section 6 achieve the frontier of even this relaxed problem, the absence of this constraint is not relevant to our key results about the frontier of \( \mathcal{F} \) (viz. Corollaries 4, 10, and 11).

\(^{22}\)An incentive scheme that achieves this minimum is to pay \( c'(r) \) conditional on information being produced. Because information is produced with probability \( r \), the expected payment is therefore \( r c'(r) \).
To be on the frontier, all information rents from the trading stage must accrue to those who actually produce information. Importantly, this is not the case when aggressive-side order anticipation occurs—instead, snipers divert a portion of the rents. In doing so, they contribute to adverse selection, raising the spread but without producing any information. In short, aggressive-side order anticipation is a wedge, which can push the outcome inside the frontier of the tradeoff between liquidity and information production.

Under the conditions of Corollary 4, the LOB equilibrium involves aggressive-side order anticipation, and its outcome is off the frontier as a result. To understand those conditions, observe that aggressive-side order anticipation does not take place if there are two or fewer exchanges or if the investor’s latency is deterministic. It also does not take place if research is too costly to occur in equilibrium, which $c'(0) < X_I$ rules out.

Although aggressive-side and passive-side order anticipation have much in common, this analysis highlights an important difference between the two HFT strategies. While aggressive-side order anticipation moves the outcome off the frontier of the feasible set, passive-side order anticipation moves the outcome along the frontier. In consequence, passive-side order anticipation may actually be beneficial, at least if sufficient emphasis is placed on liquidity. On the other hand, our result highlights a sense in which aggressive-side order anticipation is an unambiguously inefficient form of HFT.

5.4 Discussion of Robustness

We now turn to the question of robustness, arguing that our main results are not driven solely by our occasionally stylized modeling choices. As the previous analysis has highlighted, the key economic insight is that the LOB is not on the frontier of the tradeoff between liquidity and information production for the reason that it permits aggressive-side order anticipation, through which some information rents are obtained by traders who do not produce information. Accordingly, the following discussion focuses on the extent to which aggressive-side order anticipation would persist in less stylized settings. What we conclude is that aggressive-side order anticipation is a robust feature of LOB trading.

One limitation of the model is that it does not permit us to consider how informed traders might split orders across time. In the model, at most a single liquidity-investor is

\footnote{Relatedly, Lyle and Naughton (2016) empirically distinguish between “liquidity provider monitoring” by HFTs, which lowers the spread, and residual HFT, which raises it.}
present. Because an information-investor cannot therefore pretend to be a stream of liquidity-investors, he is effectively limited to trading at just a single point in time. He therefore trades as intensely as possible at that moment and optimally synchronizes his trading in one large “wave.” For private information that is short-lived, this modeling approach seems realistic. But for private information that is long-lived, which is when information acquisition has the greatest social benefit, it may be less than fully realistic. A more realistic model would be one in which a stream of liquidity-investors arrive. In such a model, there would indeed be scope for dynamic order splitting and, potentially, less order anticipation would occur. Nevertheless, in Appendix C.6 we consider such a model—a multi-exchange version of Back and Baruch (2004)—and we show that if the market is sufficiently fragmented, then equilibrium requires that the informed trader sometimes trades in a large wave, even though that gives himself away and leads to order anticipation. And because modern markets are indeed quite fragmented, this seems likely to be the relevant case.

It is also stylized to assume that liquidity-investors do not compare prices when selecting an exchange. As discussed in Section 4.2, this assumption captures a realistic economic force—frictions that affect order routing decisions—albeit in an extreme way. Moreover, the assumption is not uncommon in the literature on trading in fragmented markets (e.g., Mendelson, 1987; Chowdhry and Nanda, 1991; Biais et al., 2015; Foucault et al., 2017). As mentioned, this assumption is important because it delivers the following key property: a larger number of exchanges targeted is a signal of informationally-motivated trade. However, the property would also arise even if those frictions were captured in a less extreme way by allowing for a limited amount of cross-exchange elasticity (as in, e.g., Baldauf and Mollner, 2019). Depending on modeling specifics, this might weaken the extent to which trading motives are signaled by the number of exchanges targeted. But nevertheless, some signal—and therefore some order anticipation—would remain so long as information-investors continue to target more exchanges than liquidity-investors in the sense of first-order stochastic dominance. Similar conclusions apply to the effects of relaxing the assumption that liquidity-investors are homogeneous in their demanded quantity (cf. Appendix C.8).

Our assumption of risk neutrality is also not without loss. For example, if information-investors were risk averse, then they might trade less intensely on information, sending orders to only a subset of exchanges. Nevertheless, as long as risk aversion is not too extreme, the trading demands of information-investors would continue to dominate those of liquidity-
investors. In turn, some signal would remain in order flow, and order anticipation would continue to occur (cf. Appendix C.9).

Another limitation of the model is that it imposes many restrictions on order types. Information-investors, liquidity-investors, and snipers are restricted to immediate-or-cancel orders, which limits them to aggressive trading. In contrast, liquidity providers are restricted to post-only orders, which limits them to passive trading. Many of these restrictions are fairly standard in the literature (e.g., Glosten and Milgrom, 1985; Kyle, 1985; Budish et al., 2015). Moreover, they allow our analysis to be clean and tractable by ensuring that no trader has an opportunity to alternate between aggressive and passive trading. Nevertheless, they seem unlikely to be driving our conclusions. In particular, given an information-investor’s need to synchronize execution across venues, aggressive behavior would likely emerge endogenously, which would again open the door for order anticipation.

It is quite stylized to model latency as draws from a two-point distribution, but this also does not drive our results. For order anticipation to occur in the LOB equilibrium, the necessary property is that the maximum investor latency exceeds the sum of his minimum latency and the minimum HFT latency. We use a simple and convenient distribution with that property. We also assume that latencies are drawn independently. While some correlation likely exists in practice, the necessary condition for order anticipation to occur is only that such correlation is not perfect across either traders or exchanges.

Another limitation is that latencies are exogenous. Endogenizing them (as in, e.g., Budish et al., 2015; Foucault et al., 2017) might capture additional forces. Depending on the specifics, these forces might attenuate or even overturn the comparative statics of Corollary 2, as a change in HFT speed would alter the marginal return on speed investments for investors. But so long as investors do not achieve perfect synchronization (i.e., \( p_I < 1 \)), which seems to be the realistic case (cf. Appendix B.2), order anticipation occurs, and the LOB outcome

---

24 Some exceptions are Parlour (1998); Foucault (1999); Foucault et al. (2005); and Roşu (2009), who develop models of LOB trading in which agents endogenously choose whether to trade aggressively or passively. But on the other hand, none of these models feature asymmetric information.

25 This is why traders are not given access to “plain vanilla” limit orders in our model: those can be used to trade either passively or aggressively.

26 Note further that neither type of HFT earns positive profits in any of the equilibria we identify. Accordingly, it would make no difference if the model were augmented with an initial stage in which HFTs were to choose their type endogenously. What is important for our analysis is that no HFT may use a strategy that could lead to an outcome in which she makes both aggressive and passive trades.
lies inside the frontier (cf. Corollary 4). Also robust is our conclusion that the alternative mechanisms studied in Section 6 implement outcomes on the frontier.

6 Alternative Trading Mechanisms

As the previous section highlights, the key to improving upon the LOB is to eliminate aggressive-side order anticipation. Motivated by this observation, we proceed to consider two realistic alternative trading mechanisms that achieve this. (Conversely, we do not consider other familiar alternatives, such as minimum resting times, which do not have this effect.) In fact, we find these alternatives to be optimal in the model in the sense that they implement outcomes on the frontier of the tradeoff between liquidity and information production.

6.1 Non-Cancellation Delay Mechanisms

We first consider a family of mechanisms in which exchanges process cancellations upon receipt but other order types only after a small (possibly random) delay. In consequence, a cancellation received slightly after an order of a different type might be processed first (whereas LOBs process orders strictly in the order received). The effect is to eliminate aggressive-side order anticipation, although not its passive-side counterpart.

In the formulation below, all limit orders (including both immediate-or-cancel and post-only orders) receive a delay. But in practice, exchanges provide an even wider variety of order types, and, accordingly, there are many degrees of freedom concerning exactly which orders to delay. In recent years, versions of this same basic economic mechanism have been proposed or implemented by several venues across multiple asset classes (cf. Appendix F.1), but these developments have so far been controversial. We hope to contribute some clarity to this issue by providing a formal model-based analysis of these mechanisms.

6.1.1 Definition

We focus our formal analysis on a specific family of ND mechanisms, parametrized by \( q \in [0,1] \), where the length of the delay is chosen as follows. All non-cancellation orders receive a delay of constant length \( \delta_{ND} \). And with probability \( q \), a non-cancellation order receives
an additional delay, which is a random variable drawn from some distribution \( F_{ND} \).\(^{27}\) Aside from these delays, all order processing is as in the LOB.\(^{28}\) In particular, orders are observed immediately upon processing (but remain unobserved until they are processed, even if they have already been received by the exchange). In addition, we retain all previous restrictions on orders that the various traders can submit.

To have the desired effect, \( \delta_{ND} \) should be small, yet should exceed the maximum difference in reaction time that may occur between two HFTs responding to the same event. In the language of the paper, this requirement corresponds to an infinitesimal delay \( \delta_{ND} > 2\varepsilon \), which we assume henceforth. Furthermore, we assume that the distribution \( F_{ND} \) (\( i \)) puts positive probability only on infinitesimal values \( t \in \mathcal{T} \), and (\( ii \)) puts only infinitesimal probability on any particular \( t \). Roughly speaking, that is to say that the variance of \( F_{ND} \) should be “one order of magnitude larger” than latency. We also impose the following correlation structure on the random component of the delay: draws are identical for orders sent by the same trader to the same exchange at the same time and are otherwise independent.

### 6.1.2 Equilibrium

We next characterize the ND equilibria in terms of the spread and research intensity.

**Proposition 5.** For all \( q \in [0, 1] \), under \( q_{ND} \), there exists a WPBE in which the spread \( s^*_{q_{ND}} \) and research intensity \( r^*_{q_{ND}} \) are the unique solution to

\[
\begin{align*}
s^*_{q_{ND}} &= \frac{2\lambda r^*_{q_{ND}} X_{q_{ND}}}{1 - \lambda + \lambda r^*_{q_{ND}} X_{q_{ND}}} \tag{4} \\
r^*_{q_{ND}} &= \arg\max_{r \in [0, 1]} \left\{ r X_{q_{ND}} \left( 1 - \frac{s^*_{q_{ND}}}{2} \right) - c(r) \right\} \tag{5}
\end{align*}
\]

where \( X_{q_{ND}} = q^X + \sum_{x=1}^{X} \binom{X}{x} (1-q)^x q^{X-x} \left( x p_H (1-p_I)^x + x [1 - p_H (1-p_I)] \right) \) represents the expected number of trades made by an information-investor conditional on learning \( v \).

The strategies that support this outcome in equilibrium are precisely as before (cf. Section 4.1). As mentioned, this provides us with some confidence that our analysis constitutes a consistent comparison of the different trading mechanisms.

\(^{27}\)This is simply one way to parametrize the addition of randomness drawn from \( F_{ND} \) to the fixed delay \( \delta_{ND} \). Analogues of the results derived here would exist for any other smooth parametrization.

\(^{28}\)Note that with such a delay, it becomes possible for a cancellation order to be processed *before* the order it was meant to cancel. In that case, the latter order would be cancelled immediately upon processing.
As we explain below, trading outcomes change in two ways relative to the LOB baseline: (i) in terms of the number of trades made by information-investors, with $X_I$ now mapping into $X_{qND}$, and (ii) in terms of the number of trades made by snipers, with $X_S$ now mapping into 0. Given this, the equilibrium spread and research intensity are pinned down precisely as before. First, the liquidity provider earns zero profits in expectation. Revenue from liquidity-investors must be balanced by the costs of adverse selection, which comes now only from information-investors and not from snipers. The zero-profit condition is therefore $(1 - \lambda) \frac{s_{qND}^*}{2} = \lambda r_{qND}^* X_{qND} \left(1 - \frac{s_{qND}^*}{2}\right)$, which yields equation (4). Second, information-investors must choose research intensity optimally, which yields equation (5).

A key difference relative to the baseline is that snipers now do not trade. Because delays are applied to the orders sent by snipers but not to the cancellations sent by liquidity providers, all mispriced quotes are cancelled before snipers can trade against them. Thus, NDs eliminate aggressive-side order anticipation, which, as we have argued, is the key to rooting out the main friction in the model.

The deterministic component of the delay, $\delta_{ND}$, by itself eliminates aggressive-side order anticipation. However, adding randomness to the length of the delay creates a further effect: more passive-side order anticipation occurs. To illustrate, let us consider $X_{qND}$, the expected number of fills obtained by an informed information-investor. If $q = 1$, so that the delay is always random in length, then the information-investor’s orders are processed with such dispersion that he obtains just a single fill, and $X_{1ND} = 1$. After observing this first trade, the liquidity provider sends cancellations for the remaining mispriced quotes, which almost surely are processed before the information-investor’s remaining orders. If $q = 0$, so that the delay is always fixed in length, then the information-investor expects to obtain $X_{0ND} = X_{PH}(1 - p_I)^X + X[1 - p_H(1 - p_I)]$ fills. To see this, the second term of the expression accounts for the fact that he fails to obtain a fill for an order only if it has latency $3\varepsilon$ (which occurs with probability $1 - p_I$) and the liquidity provider’s corresponding cancellation has latency $\varepsilon$ (which occurs with probability $p_H$). The first term corrects for the fact that all orders are filled if all have latency $3\varepsilon$. See Figures 2 and 3 for depictions of, respectively, the $q = 0$ and $q = 1$ cases. Intermediate values of $q$ monotonically bridge these two extremes.

Thus, higher values of $q$ reduce an information-investor’s expected number of trades. As Corollary 6 states, this induces a lower research intensity. On the other hand, it also reduces adverse selection against the liquidity provider, which leads to a smaller spread.
Corollary 6. Both the spread $s_{q_{ND}}^*$ and research intensity $r_{q_{ND}}^*$ are weakly decreasing in $q$.

Figure 2: Illustration of equilibrium (0-ND)

One equilibrium scenario: (i) the investor sends orders at $t \in T$, either to one or all exchanges depending on his type, and (ii) at least one order receives the shorter latency, being received at $t + \epsilon$ but not processed until $t + \delta_{ND} + \epsilon$ (solid black arrow), while any remaining orders receive the longer latency and are processed at $t + \delta_{ND} + 3 \epsilon$ (dashed black arrow). The liquidity provider reacts to the trade(s) at $t + \delta_{ND} + \epsilon$ by sending cancellations that will be processed at $t + \delta_{ND} + 2 \epsilon$ or $t + \delta_{ND} + 4 \epsilon$ (dashed gray arrows). Sniper orders are not processed until $t + 2 \delta_{ND} + 2 \epsilon$ at the earliest, by which all quotes have been cancelled.

Figure 3: Illustration of equilibrium (1-ND)

One equilibrium scenario: the investor sends orders at $t \in T$, either to one or all exchanges depending on his type. Let $T_1$ denote the time at which the first of these orders is processed (solid black arrow). The liquidity provider reacts to the trade at $T_1$ by sending cancellations that will be processed at $T_1 + \epsilon$ or $T_1 + 3 \epsilon$ (dashed gray arrows). Sniper orders are not processed until $T_1 + \delta_{ND} + \epsilon$ at the earliest, by which all quotes have been cancelled. Any subsequent orders that the investor had sent (e.g., dashed black arrow) will almost surely also be processed after all quotes have been cancelled.

6.1.3 Comparison to Limit Order Book Outcomes

How does the qND equilibrium compare to that of the LOB? In general, the answer depends on $q$. However, an attractive feature of this family of mechanisms is that for an appropriately chosen value of $q$, qND dominates the LOB in both dimensions: it implements both a smaller spread and a higher research intensity. In this sense, our analysis highlights that meaningful improvements can be derived from only minor modifications of the prevailing LOB design.

Corollary 7. There exists a $\hat{q} \in [0, 1]$ such that $s_{q_{ND}}^* \leq s_{LOB}^*$ and $r_{q_{ND}}^* \geq r_{LOB}^*$. 
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Because $X_{0ND} \geq X_I$ and $X_{1ND} \leq X_I$, the intermediate value theorem guarantees a $\hat{q}$ for which $X_{\hat{q}ND} = X_I$. For this $\hat{q}$, an information-investor’s optimal research intensity is the same weakly decreasing function of the spread under both $\hat{q}ND$ and the LOB (cf. equations (2) and (5)). To prove the result, it therefore suffices to show that, for a fixed research intensity, the spread is weakly lower under $\hat{q}ND$ than under the LOB. But this follows from the fact that NDs eliminate sniping so that $X_{\hat{q}ND} \leq X_I + X_S$ (cf. equations (1) and (4)).

6.2 Frequent Batch Auctions

We next consider the FBA mechanism, wherein exchanges conduct uniform-price sealed-bid double auctions at repeated intervals. This differs from the LOB in several ways, most notably in breaking the sequential nature of order processing. The effect is to eliminate not only aggressive-side but also passive-side order anticipation.

This proposal has received a great deal of recent attention from academics—notably, Budish et al. (2015)—as well as policymakers and industry participants. Although our formulation below closely follows Budish et al. (2015), we reverse their conclusion that FBAs implement a smaller spread than the LOB.

6.2.1 Definition

We consider an FBA design that is motivated by the Budish et al. (2015) proposal. They advocate a batch length that is “long” relative to latency, yet still relatively short. The natural analogue in the language of the paper is that the batch length be an element of $\mathcal{T}$ that is infinitesimal yet infinitely larger than $\varepsilon$, which we assume henceforth. Additionally, we focus on auctions that are synchronized across exchanges, which those authors also identify as an attractive property (Budish et al., 2014). For instance, if the batch length is $\sqrt{\varepsilon}$, then the exchanges would hold separate auctions at each time $\sqrt{\varepsilon}$, $2\sqrt{\varepsilon}$, $3\sqrt{\varepsilon}$, and so on.

In what follows, we describe a specific model of the individual batch auctions, which

---

29 Yet, some subtle differences exist between our model of batch auctions and that in Budish et al. (2015): (i) their model has one order type, but ours has two; (ii) their model has one double auction, but bid and ask sides clear separately in ours. These modifications are primarily for tractability (an additional challenge for us given the presence of asymmetric information). But Budish et al. (2015) would obtain the same findings with or without these modifications and thus our findings can still be compared with theirs.

30 While perfect synchronization might be difficult to achieve and enforce in practice (especially across competing exchanges), small deviations from it do not alter our results, so long as they are bounded by the minimum HFT latency. In contrast, Appendix C.4 treats the case of large deviations.
seeks to remain as close as possible to the LOB model of the baseline. The model allows for two order types, competitive and non-competitive orders. Liquidity providers are restricted to using competitive orders, while investors and snipers are restricted to non-competitive orders. Both order types specify quantities and prices, but they are treated differently within the auction as described in the next paragraph. The language “competitive” and “non-competitive” is taken from treasury auctions (New York Fed, 2017), where, as in our model, competitive orders may set the price whereas non-competitive orders may not. Thus, competitive orders are analogous to post-only orders, and non-competitive orders are analogous to immediate-or-cancel orders. In terms of these analogies, we retain all previous restrictions on orders that the various traders can submit. We also adopt the conventions that unfilled competitive orders are carried over to the next batch auction, remaining active until cancelled, while unfilled non-competitive orders expire.

At the end of the interval, each exchange computes four aggregate schedules based on competitive buy, competitive sell, non-competitive buy, and non-competitive sell orders. Then in a bid-side cross, competitive buy orders match with non-competitive sell orders; and in an ask-side cross, competitive sell orders match with non-competitive buy orders. For each cross, there are four cases. In the first, there is no market-clearing price (i.e., the schedules do not intersect), in which case no trade occurs. In the second, there is a unique market-clearing price but a range of market-clearing quantities (i.e., the schedules intersect horizontally), in which case the maximum quantity is chosen, and if there is a long side of the market then such orders are rationed pro rata. In the third, there is a unique market-clearing quantity but a range of market-clearing prices (i.e., the schedules intersect vertically), in which case the maximum (minimum) of the range is used for the bid-side (ask-side) auction. The fourth case, in which the market-clearing price and quantity are both unique (i.e., the two schedules intersect at a point), can be treated as a special instance of either of the previous two cases. At the end of the interval, the aggregate schedules are announced, along with the clearing prices and quantities. However, each auction is “sealed bid” in that no information is released until the end of the interval. Lastly, for a batch auction, we define the spread to be the following analogue of its LOB counterpart: the difference between the lowest price at which there exists a competitive order to sell (the ask) and the highest price at which there exists a competitive order to buy (the bid).

31 Hence, non-competitive orders are price-taking while competitive orders are price-setting.
6.2.2 Equilibrium

We next characterize the FBA equilibrium in terms of the spread and research intensity.

**Proposition 8.** Under FBAs, there exists a WPBE in which the spread $s_{FBA}^*$ and research intensity $r_{FBA}^*$ are the unique solution to

$$s_{FBA}^* = \frac{2\lambda r_{FBA}^* X}{1 - \lambda + \lambda r_{FBA}^* X}$$

$$r_{FBA}^* \in \arg \max_{r \in [0,1]} \left\{ rX \left( 1 - \frac{s_{FBA}^*}{2} \right) - c(r) \right\}$$

The strategies that support this outcome in equilibrium are also essentially as before (cf. Section 4.1). The primary differences are that the liquidity provider uses competitive orders to set her quotes, and investors use non-competitive orders to trade against them. We defer to the proof of Proposition 8 in Appendix A for a formal statement of equilibrium strategies.

Trading outcomes again change in two ways relative to the LOB baseline: (i) in terms of the number of trades made by information-investors, with $X_I$ now mapping into $X$, and (ii) in terms of the number of trades made by snipers, with $X_S$ again mapping into 0. Given this, the equilibrium spread and research intensity are again pinned down as before. Equation (6) ensures that the liquidity provider earns zero profits. And equation (7) ensures that information-investors choose research intensity optimally.

The key difference relative to the baseline is that FBAs allow information-investors to obtain fills at all $X$ exchanges. This is because the first of an information-investor’s orders to arrive does not result in an immediate trade. Rather, trade is delayed until the end of the batch interval, by which time all his orders have arrived. Because the auctions clear simultaneously, HFTs have no opportunity to react, and all these orders are converted into fills (cf. Figure 4). Thus, FBAs, like NDs, prevent aggressive-side order anticipation and in so doing root out the main friction in the model. However, they have a further effect: they also prevent passive-side order anticipation.\(^{32}\)

6.2.3 Comparison to Limit Order Book Outcomes

FBAs implement a higher research intensity and a larger spread than either the LOB or any ND mechanism. Information-investors choose the highest research intensity because FBAs

---

\(^{32}\)As we discuss in Appendix C.5, the same effect is obtained by a processing delay applied to all orders.
Figure 4: Illustration of equilibrium (FBAs)

One equilibrium scenario: the investor sends orders at $t \in \mathcal{T}$ (dashed black arrows), either to one or all exchanges depending on his type. With probability one, these are processed during the same batch interval. Let $T_n$ denote the time at which the auctions for that interval take place and corresponding trades are announced. The liquidity provider reacts to the trade(s) at $T_n$ by sending cancellations that may be processed at $T_n + \varepsilon$ or $T_n + 3\varepsilon$ (dashed gray arrows). Sniper orders are processed in the same batch interval as the liquidity provider’s cancellations and thus result in no trades.

enable them to convert all orders into fills. And the liquidity provider quotes the largest spread because FBAs maximize adverse selection: not only is research intensity at its highest but also she never succeeds in cancelling a mispriced quote.

**Proposition 9.** For any $q \in [0, 1]$, $s^*_{FBA} \geq s^*_{qND}$, $s^*_{LOB}$ and $r^*_{FBA} \geq r^*_{qND}$, $r^*_{LOB}$.

That FBAs induce the largest spread in our model is a sharp contrast to Budish et al. (2015) who find that FBAs reduce the spread and in fact eliminate it entirely. The crucial difference between the two models is the source of adverse selection. In both models, batching eliminates adverse selection from snipers: it allows the liquidity provider to cancel her mispriced quotes before snipers can trade against them. In Budish et al. (2015), snipers are the only source of adverse selection for the reason that information is exogenous and public. However, our model also features a second source: a trader who endogenously acquires private information. Batching actually increases this source of adverse selection: it prevents the liquidity provider from cancelling her mispriced quotes before an information-investor can trade against them. And moreover, this effect dominates in our model.33

33In a hybrid model with both private information acquisition and public news, the comparison between $s^*_{FBA}$ and $s^*_{LOB}$ would be theoretically ambiguous. Nevertheless, it would be unambiguous that $s^*_{FBA} \geq s^*_{qND}$ (as in Proposition 9) because both mechanisms eliminate sniping on public news.
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As we have seen, both NDs and FBAs eliminate aggressive-side order anticipation. In consequence, they implement outcomes on the frontier of the tradeoff between liquidity and information production.\footnote{Risk neutrality is important for this result. With risk aversion, achieving the frontier requires not only that information-investors receive all the profits from informed trading but also that those profits are deterministic. NDs satisfy the first criterion, but for \( q < 1 \) they generally fail the second.}

**Corollary 10.** If \( c'(1) \geq \frac{(1 - \lambda)X}{1 - \lambda + \lambda X} \), then

(i) for all \( q \in [0, 1] \), the qND outcome is on the frontier of \( \mathcal{F} \);

(ii) the FBA outcome is on the frontier of \( \mathcal{F} \); and

(iii) if in addition either \( X \leq 2 \) or \( p_I = 1 \), then the the LOB outcome is on the frontier of \( \mathcal{F} \).

We sketch the proof for non-cancellation delays. In that case, the equilibrium is, by Proposition 5, characterized by two equations: (4) and (5). The latter equation implies

\[
r^*_{qND}c'(r^*_{qND}) = \frac{(1 - \lambda)r^*_{qND}X_{qND}}{1 - \lambda + \lambda r^*_{qND}X_{qND}}.
\]

And because \( w^*_{qND} = \beta - s^*_{qND}/2 \), the former equation implies

\[
w^*_{qND} = \beta - \frac{\lambda r^*_{qND}c'(r^*_{qND})}{1 - \lambda + \lambda r^*_{qND}X_{qND}}.
\]

It then follows that \( (1 - \lambda)(\beta - w^*_{qND}) = \lambda r^*_{qND}c'(r^*_{qND}) \), so that by Proposition 3, \( (r^*_{qND}, w^*_{qND}) \) is indeed on the frontier of \( \mathcal{F} \). Analogous arguments establish the corollary’s other claims.

The last part of the corollary states that if investor order synchronization is perfect \( (p_I = 1) \) or if there are very few exchanges \( (X \leq 2) \), then the LOB also implements an outcome on the frontier and for the same reason: there is no aggressive-side order anticipation. Indeed, if either condition holds, then \( X_S = 0 \). But as Corollary 4 previously stated, the LOB fails to achieve the frontier under more general conditions.

The preceding results emphasize that influence over the trading mechanism may be a useful lever for policy. The next highlights a complementarity between this lever and another that a policymaker may possess: influence over the number of exchanges. Indeed, the
Exchange Act grants the SEC authority to approve exchange applications, and the recent proliferation of trading venues in the United States was driven in large part by SEC Regulations NMS and ATS. Corollary 11(i) states that by adjusting the number of exchanges, NDs can implement all points on the frontier except those with very low research intensities. This can be interpreted as a partial converse to Corollary 10(i). FBAs can also implement a number of points on the frontier, and in fact the analogous partial converse would obtain if it were possible to drop the integer constraint on the number of exchanges.

Corollary 11. Assume \( c'(1) \geq 1 - \lambda \), and let \( r_{\text{min}} = \min \left\{ r \in [0, 1] : c'(r) \geq \frac{1 - \lambda}{1 - \lambda + \lambda r} \right\} \). If \((r, w)\) is on the frontier of \( \mathcal{F} \) and \( r \geq r_{\text{min}} \), then

(i) there exist \( X' \in \mathbb{N} \) and \( q \in [0, 1] \) such that \((r, w)\) is implemented by \( q \)ND with \( X' \) exchanges;

(ii) there exists \( X'' \in \mathbb{R}_{\geq 1} \) such that \((r, w)\) is implemented by FBAs with \( X'' \) exchanges (where this refers to what would be obtained by extending Proposition 8 to the domain \( X \in \mathbb{R}_{\geq 1} \)).

The driving force behind Corollary 11 is the observation of Section 4.2 that aggregate depth increases in the number of exchanges. More aggregate depth means more trading opportunities for information-investors, incentivizing more research. On the other hand, that exacerbates adverse selection, increasing the spread, and so the outcome moves along the frontier. The meaning of \( r_{\text{min}} \) is the research intensity that prevails under a single exchange. Because research intensity increases in the number of exchanges, neither mechanism can implement an intensity below \( r_{\text{min}} \). In other words, there is a minimum amount of adverse selection, which none of these mechanisms can eliminate.

The advantages of NDs and FBAs are clear: they achieve the frontier of the tradeoff between liquidity and information production (which LOBs generally do not). However, there may also exist certain unmodeled disadvantages. For instance, these alternatives fundamentally depend on delaying certain trades, and such delays might be costly. Note, however, that these delays would be very short and so these costs are unlikely to be economically significant. In practice, FBAs might require delays on the order of one second, and NDs would be even shorter, on the order of milliseconds or hundreds of microseconds (depending on the amount of randomness). On the other hand, delay costs could substantially detract from the performance of other types of trading mechanisms, such as “infrequent” batch auctions. Therefore, incorporating delay costs into the model would likely only strengthen our results.
about the desirability of the specific alternative trading mechanisms that we consider.

Another commonly-voiced concern about NDs is that they engender passive-side order anticipation and in so doing contribute to so-called “phantom liquidity.” Our model captures this, but it also highlights a countervailing force: NDs eliminate aggressive-side order anticipation. The net effect depends on the parametrization of the delay. If the delay is deterministic (i.e., \( q = 0 \)), our analysis suggests that investors would experience less phantom liquidity (in the model, \( X_{\theta_{ND}} \geq X_I \)). But if the delay is random (i.e., \( q = 1 \)), investors would likely experience more phantom liquidity (in the model, \( X_{1_{ND}} \leq X_I \)). Nevertheless, the latter should not necessarily be viewed as problematic: it is precisely the mechanism by which the outcome moves along the frontier, as research intensity is sacrificed for smaller spreads.

7 Conclusion

Trillions of dollars are traded on financial platforms each day. Therefore, even small changes in their technology or market design may have considerable consequences, and as such deserve careful analysis. This paper provides a framework for evaluating both the consequences of recent changes—chiefly, the increasingly fast nature of HFT—and the effects of replacing the LOB with certain alternatives that are currently in debate.

The model highlights two main consequences of faster speeds: smaller spreads and less intensive research. These effects stem from enhancing two HFT strategies: aggressive-side and passive-side order anticipation. Yet, our results point to an important contrast between the two. Aggressive-side order anticipation has unambiguously detrimental implications, both increasing the spread and reducing information acquisition. In contrast, our results are more ambiguous about the normative implications of passive-side order anticipation, which, despite also reducing information acquisition, instead reduces the spread.

The analysis of alternative trading mechanisms focuses on two specific proposals: NDs and FBAs. Both alternatives eliminate aggressive-side order anticipation and in so doing implement equilibria on the frontier of the tradeoff between small spreads and intensive research. Collectively, the various NDs implement a segment of the frontier. And FBAs implement a point on the frontier with relatively more intensive research but a larger spread. The specific mechanism recommended by our analysis would therefore depend on how the regulator weighs liquidity against information production, which might vary substantially.
across securities and asset classes. Nevertheless, our analysis unequivocally highlights that the LOB—despite being current industry practice—is suboptimal in the sense that it generally does not achieve the frontier.
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A Proofs

Lemma 1. The function
\[ F_{LOB}(y) = yp_I + y(1 - p_I)^y + (1 - p_H)(y - 1)yp_I(1 - p_I)^{y-1} \]
is increasing on the domain of positive integers.

Proof of Lemma 1. We will instead prove the stronger statement that \( F_{LOB}(\cdot) \) is increasing on the domain \([1, \infty)\). Taking the derivative:
\[
F'_{LOB}(y) = p_I + (1 - p_I)^y [y \ln(1 - p_I) + 1] \\
+ (1 - p_H)p_I(1 - p_I)^{y-1} [2y + y(y - 1) \ln(1 - p_I) - 1]
\]
We proceed by deriving lower bounds on each of (8), (9), and (10).

- For (8), we have a lower bound of \( \frac{1}{2} \).
- For (9), we begin by making the change of variables \( z = (1 - p_I)^y \) to rewrite it as \( z \ln(z) + z \). This expression is minimized when \( z = e^{-2} \). Evaluating at that value yields a lower bound of \( -e^{-2} \approx -0.135 \).
- For (10), we begin by instead deriving a lower bound for the following expression:
\[
(1 - p_I)^{y-1} [2y + y(y - 1) \ln(1 - p_I) - 1] .
\]
We make the change of variables \( z = (1 - p_I)^{y-1} \) to rewrite that expression as \( 2zy + zy \ln(z) - z \). Note that \( p_I \geq \frac{1}{2} \) requires that \( y \leq 1 - \frac{\ln(z)}{\ln(2)} \). The expression is linear in \( y \), so it suffices to derive a lower bound that applies at the endpoints \( y \in \left\{ 1, 1 - \frac{\ln(z)}{\ln(2)} \right\} \).

- Evaluating the expression at \( y = 1 \), it becomes \( z \ln(z) + z \). This expression is minimized when \( z = e^{-2} \). Evaluating at that value yields a lower bound of \( -e^{-2} \approx -0.135 \).
- Evaluating the expression at \( y = 1 - \frac{\ln(z)}{\ln(2)} \), it becomes

* Citation format: Baldauf, Markus and Joshua Mollner, Internet Appendix to “High-Frequency Trading and Market Performance,” Journal of Finance [DOI STRING]. Please note: Wiley is not responsible for the content or functionality of any supporting information supplied by the authors. Any queries (other than missing material) should be directed to the authors of the article.
\[ z \ln(z) \left[ 1 - \frac{\ln(z) + 2}{\ln(2)} \right] + z, \]

which is minimized at \( z \approx 0.045 \). Evaluating at that value yields a lower bound of \( \approx -0.316 \).

Thus \( \approx -0.316 \) is a lower bound for the earlier expression. Then using \( p_H \geq \frac{1}{2} \) and \( p_I \leq 1 \), we can transform this into a lower bound for (10) of \( \approx -0.158 \).

Summing the three lower bounds, we obtain \( \approx 0.207 \), and so we conclude that the derivative is indeed positive on the domain of interest.

\[ \text{Lemma 2. The function} \]

\[ F_{qND}(y) = q^y + \sum_{x=1}^{y} \left( \frac{y}{x} \right) (1-q)^x q^{y-x} (xp_H(1-p_I)^x + x[1-p_H(1-p_I)]) \],

\[ \text{is weakly increasing on the domain of positive integers.} \]

\[ \text{Proof of Lemma 2. Let} \]

\[ f(x) = \begin{cases} 
(xp_H(1-p_I)^x + x[1-p_H(1-p_I)]) & \text{if } x \geq 1 \\
1 & \text{if } x = 0 
\end{cases} \]

We first establish that \( f(\cdot) \) is weakly increasing on the domain of nonnegative integers. Notice that \( f(0) = f(1) = 1 \). Given this, it suffices to prove that \( f(\cdot) \) is increasing on the domain \([1, \infty)\). Taking the derivative:

\[ f'(x) = p_H(1-p_I)^x \left[ x \ln(1-p_I) + 1 \right] + 1 - p_H(1-p_I) \]

(11)

(12)

We proceed by deriving lower bounds on both (11) and (12).

- For (11), we begin by making the change of variables \( z = (1-p_I)^y \) to rewrite it as \( p_H[z \ln(z) + z] \). This expression is minimized when \( z = e^{-2} \) and \( p_H = 1 \). Evaluating at those values yields a lower bound of \( -e^{-2} \approx -0.135 \).

- For (12), the expression is minimized when \( p_I = 0.5 \) and \( p_H = 1 \). Evaluating at those values yields a lower bound of \( \frac{1}{2} \).

Summing the two lower bounds, we obtain \( \approx 0.365 \), and so we conclude that the derivative is indeed positive on the domain of interest.

Next, notice that \( F_{qND}(y) \) is simply a weighted average of \( f(x) \) over various values of \( x \):

\[ F_{qND}(y) = \sum_{x=0}^{y} \left( \frac{y}{x} \right) (1-q)^x q^{y-x} f(x). \]

Moreover, the effect of an increase in \( y \) is to shift the distribution over \( x \) upward in the sense of first-order stochastic dominance. Because \( f(x) \) is weakly increasing in \( x \), we conclude that \( X_{qND} \) is weakly increasing in \( y \).

A2
Proof of Proposition 1. The proof consists of four parts. First, we argue that there exists a unique solution to (1) and (2). Second, we describe the beliefs that are part of the equilibrium. (The strategies are specified in Section 4.1.) Third, we verify that these beliefs are consistent with Bayes’ rule. Fourth, we verify that strategies are sequentially rational given beliefs.

Part One (Existence and Uniqueness): Plugging (1) into (2), \( r_{LOB}^* \) is characterized as a fixed point of the following correspondence:

\[
R_{LOB}(\hat{r}) = \arg \max_{r \in [0,1]} \left\{ \frac{(1 - \lambda)X_I}{1 - \lambda + \lambda \hat{r}(X_I + X_S)} - c(r) \right\}.
\]

By continuity of \( c(\cdot) \), the maximum theorem (Berge, 1963) implies that \( R_{LOB}(\cdot) \) is nonempty and upper semicontinuous in \( \hat{r} \). Moreover, by convexity of \( c(\cdot) \), \( R_{LOB}(\cdot) \) is convex valued. Therefore, Kakutani’s fixed point theorem (Kakutani, 1941) implies the existence of a fixed point.

We now argue that the fixed point is unique. Suppose to the contrary that there exist \( r_1 \neq r_2 \), with \( r_1 \in R_{LOB}(r_1) \) and \( r_2 \in R_{LOB}(r_2) \). By Topkis’ theorem (Topkis, 1978), \( R_{LOB}(\cdot) \) is weakly decreasing in the strong set order. Therefore, \( r_2 \in R_{LOB}(r_1) \) and \( r_1 \in R_{LOB}(r_2) \). Because \( c(\cdot) \) is convex and continuously differentiable, this can be the case only if

\[
\frac{(1 - \lambda)X_I}{1 - \lambda + \lambda r_1(X_I + X_S)} = c'(r_1) = c'(r_2) = \frac{(1 - \lambda)X_I}{1 - \lambda + \lambda r_2(X_I + X_S)}.
\]

However, because \( r_1 \neq r_2 \), this can hold only if \( X_I = 0, \lambda = 1, \lambda = 0 \), or \( X_I + X_S = 0 \), none of which is the case. We therefore have a contradiction, and a unique fixed point, \( r_{LOB}^* \), exists.

Finally, \( s_{LOB}^* \) can be uniquely derived from \( r_{LOB}^* \) and (1).

Part Two (Description): See Section 4.1 for a description of the equilibrium strategies. As a technical point, note that because \( T \), like the real line, is not a well-ordered set, it is not possible to determine the outcome of this strategy profile via induction on the set of times at which agents can move. Nevertheless, because there is only a finite set of times at which agents choose to move on path, it is possible to uniquely determine the outcome of this strategy profile via induction on the set of times at which agents choose to move, as in equation (4.1) of Simon and Stinchcombe (1989).

If traders use the strategies defined in Section 4.1, then \( X_I \) indeed represents the expected number of trades made by an information-investor conditional on learning the value of the security. To see this, suppose that the information-investor submits orders to all \( X \) exchanges at time \( t \). With probability \((1 - p_I)^X\), none of these orders are processed at \( t + \varepsilon \), in which case all are filled at \( t + 3\varepsilon \). With probability \( Xp_I(1 - p_I)^{X-1} \), exactly one of these orders is processed at \( t + \varepsilon \), in which case the snipers do not react and the information-investor needs only outrace the liquidity provider at the remaining \( X - 1 \) exchanges, so he expects to receive an additional \((1 - p_H)(X - 1)\) fills at \( t + 3\varepsilon \). In all other cases, the snipers do react; since there are an infinite number of snipers and latencies are drawn independently across traders,
it occurs with probability one that at least one HFT achieves the minimum latency of $\varepsilon$ on each exchange, which precludes the information-investor from receiving any further fills at $t + 3\varepsilon$. Summing over these cases yields the expression for $X_I$ asserted in the proposition.

Likewise, $X_S$ indeed represents the expected number of trades made by snipers (in aggregate) conditional on an information-investor arriving and learning the value of the security. If the information-investor sends orders to all exchanges at time $t$, then the liquidity provider succeeds in canceling a mispriced quote only if exactly one of the information-investor’s orders is processed at $t + \varepsilon$. This occurs with probability $X p_I (1 - p_I)^{X-1}$, in which case the liquidity provider expects to cancel $p_H (X - 1)$ mispriced quotes before they are exploited by the information-investor. Snipers capture all mispriced quotes that are neither cancelled by the liquidity provider nor captured by the information investor. We must then have $X_S = X - X_I - p_H (X - 1) X p_I (1 - p_I)^{X-1}$, which yields the expression asserted in the proposition.

To complete the description of the WPBE, it remains to specify beliefs. The relevant beliefs are what the HFTs believe in the time period in which the first trade occurs about who initiated those trades. We consider separately the cases of $X = 1$ and $X \geq 2$.

• First, suppose $X = 1$. If one trade occurs at the ask (bid) in that time period, then HFTs believe it to have been initiated either by a liquidity-investor with a buying (selling) motive, with probability

$$\frac{1 - \lambda}{1 - \lambda + \lambda r^*_\text{LOB}},$$

or by an information-investor who learned $v = 1$ ($v = -1$), with probability

$$\frac{\lambda r^*_\text{LOB}}{1 - \lambda + \lambda r^*_\text{LOB}}.$$

• Second, suppose $X \geq 2$. If exactly one trade occurs at the ask (bid) in that time period, then HFTs believe it to have been initiated either by a liquidity-investor with a buying (selling) motive, with probability

$$\frac{1 - \lambda}{1 - \lambda + \lambda r^*_\text{LOB} X p_I (1 - p_I)^{X-1}},$$

or by an information-investor who learned $v = 1$ ($v = -1$), with probability

$$\frac{\lambda r^*_\text{LOB} X p_I (1 - p_I)^{X-1}}{1 - \lambda + \lambda r^*_\text{LOB} X p_I (1 - p_I)^{X-1}}.$$
on there being such an investor, in the time period in which the first trade occurs, there occurs exactly one trade initiated by him at the ask (bid) with probability one. On the other hand, the investor is an information-investor who learns $v = 1$ ($v = -1$) with probability $\lambda r^*_\text{LOB}/2$. If $X = 1$ and conditional on there being such an investor, then in the time period in which the first trade occurs, there occurs exactly one trade initiated by him at the ask (bid) with probability 1. If $X \geq 2$ and conditional on there being such an investor, then in the time period in which the first trade occurs, there occurs exactly one trade initiated by him at the ask (bid) with probability $1 - Xp_I(1 - p_I)^{X-1}$, and two or more such trades occur with probability $1 - Xp_I(1 - p_I)^{X-1}$. Applying Bayes’ rule, we obtain the beliefs described above.

Part Four (Sequential Rationality): We now argue that a liquidity-investor does not have a profitable deviation. Because he is restricted to sending immediate-or-cancel orders, he is limited to buying at the ask $s^*_\text{LOB}/2$ or selling at the bid $-s^*_\text{LOB}/2$. Given all information available to him, the expected value of a share is 0. Thus, because he derives a utility bonus of $\beta$ from buying (selling) exactly one share, he maximizes his expected profits by sending an order to buy (sell) one share with limit price $\beta (-\beta)$, which is precisely what he does in equilibrium. In addition, because we assume

$$\beta \geq \frac{\lambda X}{1 - \lambda + \lambda X} \geq \frac{s^*_\text{LOB}}{2},$$

this order results in a trade.

We now argue that an information-investor does not have a profitable deviation. As above, he is limited to buying at the ask $s^*_\text{LOB}/2$ or selling at the bid $-s^*_\text{LOB}/2$. First, suppose that he fails to learn $v$. Then, given all information available to him, the expected value of a share is 0. As a result, he loses $s^*_\text{LOB}/2$ in expectation for every share he trades, so it is indeed optimal to submit no orders. Second, suppose that he learns $v = 1$ ($v = -1$). Then he earns the profit $1 - s^*_\text{LOB}/2 > 0$ for every share he buys (sells), and it is therefore in his interest to buy (sell) as many shares as possible. If he sends orders to $y$ exchanges, then he expects to receive the following number of fills:

$$F_\text{LOB}(y) = yp_I + y(1 - p_I)^y + (1 - p_H)(y - 1)yp_I(1 - p_I)^{y-1}.$$ 

By Lemma 1, this function is weakly increasing on the domain of positive integers, so it is indeed optimal to submit orders to buy (sell) to each exchange. He then obtains $F(X) = X_I$ fills in expectation. Finally, given the above, his expected profits conditional on a choice of $r$ are

$$rX_I \left(1 - \frac{s^*_\text{LOB}}{2}\right) - c(r).$$

Therefore, (2) implies the optimality of choosing research intensity $r^*_\text{LOB}$.

We now argue that the liquidity provider does not have a profitable deviation. First, we argue that she behaves optimally after one or more trades occur. Given the behavior of the other traders, exactly one trade occurs when the investor is liquidity-motivated. However, multiple trades may occur when the investor is information-motivated. Therefore, condi-
tional on one or more trades having occurred at time $t$, the liquidity provider expects to lose $1 - s^*_{LOB}/2 > 0$ on any subsequent trades against her quotes. It is therefore indeed optimal for the liquidity provider to send cancellations after one or more trades occur. And for similar reasons, the liquidity provider cannot profitably deviate by replenishing the LOB after a trade has occurred.

Second, we argue that the liquidity provider cannot profitably deviate before a trade occurs. These arguments are similar to those in Budish et al. (2015, Proof of Proposition 1). As argued in Section 4.1, equation (1) implies that she earns zero expected profits in the equilibrium. It therefore remains to show that she does not possess a deviation that would yield positive expected profits. If the liquidity provider deviates, then the enforcer will immediately enter post-only orders to buy (sell) one share at $-s^*_{LOB}/2 (s^*_{LOB}/2)$. Thus, any shares (or fractions of a share) that are quoted at a wider spread than $s^*_{LOB}$ will receive none of the benefits (from liquidity-investor orders), but might receive adverse selection costs (from information-investor and sniper orders), relative to what transpires on path. Any shares (or fractions of a share) that are quoted at a narrower spread than $s^*_{LOB}$ will receive smaller benefits and larger adverse selection costs. Any shares (or fractions of a share) that are quoted at $s^*_{LOB}$ will receive at most a prorated fraction of the same benefits but at least a prorated fraction of the same adverse selection costs. It is also not profitable to deviate by canceling her post-only orders because that would also lead to zero profits. Finally, it is not possible to deviate by initiating any trades because the model restricts her to post-only orders.

The remaining liquidity providers (including the enforcer) also do not have profitable deviations. They earn zero profits in equilibrium, and none of them possess a deviation that would yield positive expected profits for reasons similar to those discussed in the previous paragraph. Any shares (or fractions of a share) that are quoted at a wider spread than $s^*_{LOB}$ will receive none of the benefits (from liquidity-investor orders), but might receive adverse selection costs (from information-investor and sniper orders). Any shares (or fractions of a share) that are quoted at a narrower spread than $s^*_{LOB}$ will receive smaller benefits and larger adverse selection costs. Any shares (or fractions of a share) that are quoted at $s^*_{LOB}$ will receive at most a prorated fraction of the same benefits but at least a prorated fraction of the same adverse selection costs. Finally, it is not possible to deviate by initiating any trades because the model restricts them to post-only orders.

We now argue that snipers do not have profitable deviations. Given their restriction to immediate-or-cancel orders, snipers are limited to buying at the ask $s^*_{LOB}/2$ or selling at the bid $-s^*_{LOB}/2$, so long as those quotes are in place. First, we argue that they behave optimally in a time period in which two or more trades occur. Given their beliefs, the expected value of the security, conditional on trades occurring at the ask (bid) at two or more exchanges is $1 (-1)$. Then, conditional on this event, a sniper earns the profit $1 - s^*_{LOB}/2 > 0$ for every share she buys (sells). It is therefore indeed optimal for snipers to respond by sending orders to buy (sell).
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Second, we argue that snipers behave optimally in a time period in which exactly one trade occurs. Suppose that \( X = 1 \). Given their beliefs, the expected value of the security, conditional on a trade occurring at the ask (bid) at exactly one exchange is (the additive inverse of)

\[
0 < \frac{\lambda r^*_{LOB}}{1 - \lambda + \lambda r^*_{LOB}} = \frac{s^*_{LOB}}{2}.
\]

Next, suppose that \( X \geq 2 \). Given their beliefs, the expected value of the security, conditional on a trade occurring at the ask (bid) at exactly one exchange is (the additive inverse of)

\[
0 < \frac{\lambda r^*_{LOB} X p_I (1 - p_I)^{X-1}}{1 - \lambda + \lambda r^*_{LOB} X p_I (1 - p_I)^{X-1}} < \frac{s^*_{LOB}}{2}.
\]

In either case, conditional on this event, a sniper expects to lose or break even on every trade she makes, and so has no profitable deviations.

Third, we argue that snipers cannot profitably deviate before a trade occurs. Given their restriction to immediate-or-cancel orders, it is not possible for them to deviate by attempting to provide liquidity. It is also not profitable for them to deviate by initiating trades at such times. Any such trades would result in an expected loss of \( s^*_{LOB}/2 \) per trade, and would lead the liquidity provider to cancel her remaining quotes, thereby also preventing the deviating sniper from completing any future trades.

\[\square\]

**Proof of Corollary 2.** As before, \( r^*_{LOB} \) is characterized as the fixed point of the following correspondence:

\[
R_{LOB}(\hat{r}) \in \text{arg max}_{r \in [0,1]} \left\{ \frac{(1 - \lambda) r X_I}{1 - \lambda + \lambda (X_I + X_S)} - c(r) \right\}.
\]

Other things equal, the argmax is weakly increasing in \( X_I \), and weakly decreasing in \( X_S \). Differentiating the expressions given in Proposition 1, we find that \( X_I \) is weakly decreasing in \( p_H \) and \( X_S \) is constant in \( p_H \). These observations imply that, other things equal, the argmax is weakly decreasing in \( \hat{r} \). By combining the previous two observations, we conclude that the fixed point, \( r^*_{LOB} \), is weakly decreasing in \( p_H \).

Differentiating the expression for the spread given in (1), we find that, other things equal, it is weakly increasing in \( X_I \), weakly increasing in \( X_S \), and weakly increasing in \( r^*_{LOB} \). As above, \( X_I \) is weakly decreasing in \( p_H \), and \( X_S \) is constant in \( p_H \). Moreover, as established above, \( r^*_{LOB} \) is weakly decreasing in \( p_H \). By combining these observations, we conclude that \( s^*_{LOB} \) is weakly decreasing in \( p_H \). \[\square\]

**Proof of Proposition 3.** An initial observation is that the combination of (BB–1), (BB–2), and (IR–H) is equivalent to the following single constraint:\[36\]

\[\text{To elaborate: it is straightforward to verify that (BB) is implied by (BB–1), (BB–2), and (IR–H). Moreover, if } y(\theta) \text{ and } z(\theta) \text{ satisfy (BB), then (BB–1), (BB–2), and (IR–H) are satisfied by choosing } \{y_h\}_{h \in H}.\]
\[
\frac{1-\lambda}{2} y(B) + \frac{1-\lambda}{2} y(S) + \frac{\lambda r}{2} [y(1) + z(1)] + \frac{\lambda r}{2} [y(-1) - z(-1)] + \lambda(1-r)y(0) \leq 0. \quad \text{(BB)}
\]

The remainder of the proof consists of two parts. First, we show that the set defined in the proposition constitutes an outer bound for \( \mathcal{F} \). Second, we show that it constitutes an inner bound for \( \mathcal{F} \).

**Part One (Outer Bound).** We begin by rewriting \( (O) \) as
\[
r \in \arg \max_{\hat{r} \in [0,1]} \left\{ \frac{\hat{r}}{2} [y(1) + z(1)] + \frac{\hat{r}}{2} [y(-1) - z(-1)] + (1-\hat{r})y(0) - c(\hat{r}) \right\},
\]
which implies\(^{37}\)
\[
r \left( \frac{y(1) + z(1)}{2} + \frac{y(-1) - z(-1)}{2} - y(0) \right) \geq rc'(r). \quad \text{(13)}
\]

Next, we rewrite \( (W) \) to obtain
\[
w = \frac{1}{2} [y(B) + \beta \mathbb{1} \{z(B) = 1\}] + \frac{1}{2} [y(S) + \beta \mathbb{1} \{z(S) = -1\}]
\leq \beta + \frac{1}{2} y(B) + \frac{1}{2} y(S).
\]

Applying (BB), this becomes
\[
w \leq \beta - \frac{\lambda r}{2(1-\lambda)} [y(1) + z(1)] - \frac{\lambda r}{2(1-\lambda)} [y(-1) - z(-1)] - \frac{\lambda(1-r)}{1-\lambda} y(0)
= \beta - \frac{\lambda r}{1-\lambda} \left( \frac{y(1) + z(1)}{2} + \frac{y(-1) - z(-1)}{2} - y(0) + 2y(0) \right).
\]

Applying (13) yields
\[
w \leq \beta - \frac{\lambda}{1-\lambda} r [c'(r) + 2y(0)].
\]

Applying also (IR–I) for \( \theta = 0 \), which requires \( y(0) \geq 0 \), this becomes
\[
w \leq \beta - \frac{\lambda}{1-\lambda} r c'(r). \quad \text{(14)}
\]

This establishes the desired upper bound on \( w \). The lower bound \( w \geq 0 \) follows immediately from \( (W) \) and (IR–I) for \( \theta \in \{B, S\} \).

**Part Two (Inner Bound).** For this part of the proof, we argue that any element of the set defined in the proposition can be implemented by a contract satisfying all the constraints of \( \mathcal{F} \). In what follows, we use \( r_{\text{max}} \) to denote the largest \( r \) such that there exists a \( w \) for which \( (r, w) \in \mathcal{F} \). It is defined implicitly by

\[\{z_h\}_{h \in \mathcal{H}} \text{ so that for all } \theta \in \Theta, \sum_{h \in \mathcal{H}} y_h(\theta) = -y(\theta) \text{ and } \sum_{h \in \mathcal{H}} z_h(\theta) = -z(\theta). \]

\(^{37}\) Define \( \Xi = \left[ \frac{y(1)+z(1)}{2} + \frac{y(-1) - z(-1)}{2} - y(0) \right] \). By assumption, \( c(\cdot) \) is \( C^1 \). Therefore any solution to the maximization problem in \( (O) \) must satisfy one of the three conditions (i) \( r = 0 \) and \( c'(0) \geq \Xi \), (ii) \( c'(r) = \Xi \), or (iii) \( r = 1 \) and \( c'(1) \leq \Xi \). In any of these three cases, the claimed inequality holds.
As before, 

\[(1 - \lambda)\beta = \lambda r_{\text{max}} c'(r_{\text{max}}).\]

Suppose \(r \in [0, r_{\text{max}}]\) and suppose \(w \in \left[0, \beta - \frac{\lambda}{1 - \lambda} r c'(r)\right]\). Let

\[y(B) = y(S) = w - \beta\]
\[z(B) = -z(S) = 1\]
\[y(1) = -y(-1) = 0\]
\[z(1) = -z(-1) = c'(r)\]
\[y(0) = 0\]
\[z(0) = 0\]

We now argue that these contracts satisfy the constraints (W), (BB), (IR–I), and (O):

(W) Plugging in, \(\frac{1}{2} u(y(B), z(B)|B) + \frac{1}{2} u(y(S), z(S)|S) = w\).

(BB) Plugging in, \(\frac{1 - \lambda}{2} y(B) + \frac{1 - \lambda}{2} y(S) + \frac{\lambda r}{2} [y(1) + z(1)] + \frac{\lambda r}{2} [y(-1) - z(-1)] + \lambda(1 - r)y(0) = (1 - \lambda)(w - \beta) + \lambda rc'(r)\), which is nonpositive by assumption.

(IR–I) First, \(u(y(B), z(B)|B) = u(y(S), z(S)|S) = w\), which is nonnegative by assumption.

Second, \(u(y(1), z(1)|1) = u(y(-1), z(-1)|-1) = c'(r) \geq 0\). Third, \(u(y(0), z(0)|0) = 0\).

(O) Plugging in, (O) becomes \(r \in \arg \max_{r \in [0, 1]} \{\hat{r}c'(r) - c(\hat{r})\}\). Then by convexity of \(c(\cdot)\), the optimality of conducting research with intensity \(r\) follows from checking the first-order condition.

\[\square\]

**Proof of Corollary 4.** In the LOB equilibrium, liquidity-investor welfare is determined by the spread through \(w_{LOB}^* = \beta - s_{LOB}^*/2\). Therefore, by Proposition 3, the LOB equilibrium outcome lies on the frontier of the feasible set if and only if

\[
\lambda r_{LOB}^* c'(r_{LOB}^*) = (1 - \lambda) \frac{s_{LOB}^*}{2}.
\]

As before, \(r_{LOB}^*\) is characterized by the fixed point of the correspondence

\[
R_{LOB}(\hat{r}) = \arg \max_{r \in [0, 1]} \left\{ \frac{(1 - \lambda) r X_I}{1 - \lambda + \lambda \hat{r} (X_I + X_S)} - c(r) \right\},
\]

where \(X_I\) and \(X_S\) are as defined in the statement of Proposition 1. The assumption that \(c'(0) < X_I\) ensures that at \(\hat{r} = 0\), the maximization problem on the right-hand side of the above expression for \(R_{LOB}(\hat{r})\) does not have a solution at zero. Consequently, zero is not a fixed point of that correspondence, and so \(r_{LOB}^* > 0\). Thus, at the value of \(\hat{r}\) that is the fixed point of the correspondence, all solutions to the maximization problem on the right-hand side of the above expression are either a corner solution at one or an interior solution. In either case,
\[ c'(r_{\text{LOB}}^*) \leq \frac{(1 - \lambda)X_I}{1 - \lambda + \lambda r_{\text{LOB}}^*(X_I + X_S)}. \]

In addition, from equation (1), we also have
\[ s_{\text{LOB}}^* = \frac{2\lambda r_{\text{LOB}}^*(X_I + X_S)}{1 - \lambda + \lambda r_{\text{LOB}}^*(X_I + X_S)}. \]

We then compare these expressions to the condition for being on the frontier of the feasible set, equation (15). Given that \( \lambda \in (0, 1) \) and that \( r_{\text{LOB}}^* > 0 \), the LOB equilibrium outcome is on the frontier only if \( X_S = 0 \). Restating the expression for \( X_S \), we obtain
\[
X_S = X(1 - p_I) - X(1 - p_I)^X - (X - 1)Xp_I(1 - p_I)^{X-1}
= X(1 - p_I) \left[ \sum_{x=2}^{X-1} \binom{X-1}{x} p_I^x (1 - p_I)^{X-1-x} \right].
\]

Given that \( p_I \geq 0.5 \), \( X_S = 0 \) only if either \( p_I = 1 \) or \( X \leq 2 \) (or both).

**Proof of Proposition 5.** The proof consists of four parts. First, we argue that for any value of \( q \), there exists a unique solution to (4) and (5). Second, we describe the beliefs that are part of the equilibrium. (The strategies are analogous to those specified in Section 4.1.) Third, we verify that these beliefs are consistent with Bayes’ rule. Fourth, we verify that strategies are sequentially rational given beliefs.

**Part One (Existence and Uniqueness):** Plugging (4) into (5), \( r_{\text{qND}}^* \) is characterized as a fixed point of the following correspondence:
\[
R_{\text{qND}}(\hat{r}) = \arg \max_{r \in [0, 1]} \left\{ \frac{(1 - \lambda)rX_{\text{qND}}}{1 - \lambda + \lambda \hat{r}X_{\text{qND}}} - c(r) \right\}.
\]

As in the proof of Proposition 1, \( r_{\text{qND}}^* \) uniquely exists, and \( s_{\text{qND}}^* \) can be uniquely derived from \( r_{\text{qND}}^* \) and (4).

**Part Two (Description):** Equilibrium strategies are analogous to those described in Section 4.1. The only differences are that \( s_{\text{qND}}^* \) and \( r_{\text{qND}}^* \) assume the roles played by \( s_{\text{LOB}}^* \) and \( r_{\text{LOB}}^* \).

If traders use these strategies, then \( X_{\text{qND}} \) indeed represents the expected number of trades made by an information-investor conditional on learning the value of the security. To see this, suppose that the information-investor submits orders to all \( X \) exchanges, and suppose that \( x \) of these orders receive only a delay of \( \delta_{\text{ND}} \), while the other \( X - x \) also receive an additional delay drawn from \( F_{\text{ND}} \). We consider two cases: \( x = 0 \) and \( x > 0 \). First, suppose \( x = 0 \), so that all orders receive a delay drawn from \( F_{\text{ND}} \). The information-investor always obtains a fill for his first order to be processed. However, \( F_{\text{ND}} \) is so diffuse that the probability of obtaining another fill after the first is infinitesimally small. Therefore, conditional on being in this case, the expected number of fills is 1. Second, suppose \( x > 0 \). We begin by determining the expected number of fills for the \( x \) orders that do not receive a delay drawn from \( F_{\text{ND}} \).
The information-investor receives a fill for any order that achieves the minimum latency of \( \varepsilon \), which occurs with probability \( p_I \). In the event that all his orders have latency \( 3\varepsilon \), then he obtains fills for all orders. Otherwise, he receives a fill for an order with latency \( 3\varepsilon \) only if the liquidity provider’s corresponding cancellation also has latency \( 3\varepsilon \), which occurs with probability \( 1 - p_H \). Therefore, the number of these \( x \) orders that the information-investor expects to have filled is \( xp_H(1 - p_I)^x + x[1 - p_H(1 - p_I)] \). Furthermore, the information-investor does not expect any more fills; \( F_{ND} \) is so diffuse that the probability of obtaining a fill for any of the \( X - x \) orders receiving a delay drawn from \( F_{ND} \) is infinitesimally small.

Collecting all this, and considering that \( x \sim \text{Binom}(X,q) \), an information-investor’s expected number of fills, conditional only on learning the value of the security is

\[
X_{q_{ND}} = q^X + \sum_{x=1}^{X} \binom{X}{x} (1-q)^x q^{X-x} [xp_H(1 - p_I)^x + x[1 - p_H(1 - p_I)]],
\]
as claimed.

To complete the description of the WPBE, it remains to specify beliefs. The relevant beliefs are what the HFTs believe in the time period in which the first trade occurs about who initiated those trades. We consider separately the cases of \( X = 1 \) and \( X \geq 2 \).

- First, suppose \( X = 1 \). If one trade occurs at the ask (bid) in that time period, then HFTs believe it to have been initiated either by a liquidity-investor with a buying (selling) motive, with probability

\[
\frac{1 - \lambda}{1 - \lambda + \lambda r_{q_{ND}}^*},
\]
or by an information-investor who learned \( v = 1 \) (\( v = -1 \)), with probability

\[
\frac{\lambda r_{q_{ND}}^*}{1 - \lambda + \lambda r_{q_{ND}}^*}.
\]

- Second, suppose \( X \geq 2 \). If exactly one trade occurs at the ask (bid) in that time period, then HFTs believe it to have been initiated either by a liquidity-investor with a buying (selling) motive, with probability

\[
\frac{1 - \lambda}{1 - \lambda + \lambda r_{q_{ND}}^* \left( q^X + \sum_{x=1}^{X} \binom{X}{x} (1-q)^x q^{X-x} [xp_H(1 - p_I)^x - 1] \right)}
\]
or by an information-investor who learned \( v = 1 \) (\( v = -1 \)), with probability

\[
\frac{\lambda r_{q_{ND}}^* \left( q^X + \sum_{x=1}^{X} \binom{X}{x} (1-q)^x q^{X-x} [xp_H(1 - p_I)^x - 1] \right)}{1 - \lambda + \lambda r_{q_{ND}}^* \left( q^X + \sum_{x=1}^{X} \binom{X}{x} (1-q)^x q^{X-x} [xp_H(1 - p_I)^x - 1] \right)}.
\]

If two or more trades occur at the ask (bid) in that time period, then HFTs believe them to have been initiated by an information-investor who learned \( v = 1 \) (\( v = -1 \)), with probability one.
**Part Three (Consistency):** Given equilibrium strategies, we have the following. The investor is a liquidity-investor with a buying (selling) motive with probability \((1 - \lambda)/2\). Conditional on there being such an investor, in the time period in which the first trade occurs, there occurs exactly one trade initiated by him at the ask (bid) with probability one. On the other hand, the investor is an information-investor who learns \(v = 1 (v = -1)\) with probability \(\lambda r^*_ND/2\). If \(X = 1\) and conditional on there being such an investor, then in the time period in which the first trade occurs, there occurs exactly one trade initiated by him at the ask (bid) with probability one. If \(X \geq 2\) and conditional on there being such an investor, then in the time period in which the first trade occurs, there occurs exactly one trade initiated by him at the ask (bid) with probability \(q^X + \sum_{x=1}^{X} \binom{X}{x}(1 - q)^x q^{X-x} [xp_H (1 - p_I) x^{-1}]\), and two or more such trades occur with probability \(1 - (q^X + \sum_{x=1}^{X} \binom{X}{x}(1 - q)^x q^{X-x} [xp_H (1 - p_I) x^{-1}])\). When Bayes’ rule can be applied, we obtain the beliefs described above.

**Part Four (Sequential Rationality):** That liquidity-investors, information-investors, the liquidity provider, and the remaining liquidity providers (including the enforcer) do not have profitable deviations is as in the proof of Proposition 1. Snipers also have no deviations that would yield positive expected profits. As in the proof of Proposition 1, it is not profitable to deviate by triggering any trades before a trade occurs. In addition, it is not possible to obtain fills after a trade occurs because the delay \(\delta_{ND} > 2\varepsilon\) applied to non-cancellations means that the liquidity provider always cancels her quotes before any sniper can react to trade against them: even if the liquidity provider’s cancellation obtains the maximum latency of \(3\varepsilon\), it is still processed before any sniper orders that obtain the minimum latency of \(\varepsilon\). Therefore, no aggressive-side order anticipation can occur in equilibrium.

**Proof of Corollary 6.** As before, define

\[ X_{qND} = q^X + \sum_{x=1}^{X} \binom{X}{x}(1 - q)^x q^{X-x} [xp_H (1 - p_I) x + x [1 - p_H (1 - p_I)]] , \]

where as before, the index \(x\) is interpreted as the number of exchanges at which the information-investor’s orders receive only the fixed delay \(\delta_{ND}\). The number of fills that the information-investor expects to receive conditional on a realization of \(x\) is weakly increasing in \(x\). The effect of an increase in \(q\) is to shift the distribution over \(x\) downward in the sense of first-order stochastic dominance. Therefore, \(X_{qND}\) is weakly decreasing in \(q\).

As before, \(r^*_{qND}\) is characterized as the fixed point of the following correspondence:

\[ R_{qND}(\hat{r}) = \arg \max_{r \in [0,1]} \left\{ \frac{(1 - \lambda) r X_{qND}}{1 - \lambda + \lambda \hat{r} X_{qND}} - c(r) \right\} . \]

Applying Topkis’ theorem, \(R_{qND}(\hat{r})\) is weakly increasing in \(X_{qND}\), and is therefore weakly

---

\(^{38}\)The primary difference lies in establishing that it is optimal for information-investors to send orders to all \(X\) exchanges. The argument uses Lemma 2 in the same way that Proposition 1 uses Lemma 1.
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decreasing in \( q \). Because the correspondence is also weakly decreasing in \( \hat{r} \), we obtain that \( r_{qND}^* \) is weakly decreasing in \( q \).

Differentiating the expression for the spread given in (4), we find that, other things equal, it is weakly increasing in \( r_{qND}^* \) and weakly decreasing in \( q \). Moreover, as established above, \( r_{qND}^* \) is weakly decreasing in \( q \). By combining these observations, we conclude that \( s_{qND}^* \) is weakly decreasing in \( q \).

**Proof of Corollary 7.** As before, define

\[
X_{qND} = q^X + \sum_{x=1}^{X} (1-q)^{q-x} (xp_H(1-p_I)^x + x[1-p_H(1-p_I)])
\]

Also, recall that

\[
X_{0ND} = Xp_H(1-p_I)^X + X[1-p_H(1-p_I)]
\]

\[
= X(1-p_I)^X - X(1-p_H)(1-p_I)^X + X[1-p_H(1-p_I)]
\]

\[
= X(1-p_I)^X + \sum_{x=1}^{X} [x + (X-x)(1-p_H)](X_x) p_H^x (1-p_I)^{X-x}
\]

\[
\geq X(1-p_I)^X + [1+(X-1)(1-p_H)]Xp_H(1-p_I)^{X-1} + \sum_{x=2}^{X} x(X_x) p_H^x (1-p_I)^{X-x}
\]

\[
= Xp_I + X(1-p_I)^X + (1-p_H)(X-1)Xp_H(1-p_I)^{X-1}
\]

\[
= X_I
\]

Moreover, \( X_{1ND} = 1 \leq X_I \). Lastly, \( X_{qND} \) is continuous as a function of \( q \). Thus by the intermediate value theorem, there exists \( \hat{q} \in [0,1] \) for which \( X_{qND} = X_I \). Next, define \( s^*(\Omega) \) and \( r^*(\Omega) \) as the solution to the system

\[
s^* = \frac{2\lambda r^*(X_I + \Omega)}{1 - \lambda + \lambda r^*(X_I + \Omega)} \quad (16)
\]

\[
r^* \in \arg \max_{r \in [0,1]} \left\{ rX_I \left(1 - \frac{s^*}{2}\right) - c(r) \right\} \quad (17)
\]

Notice that \( s_{qND}^* \) and \( r_{qND}^* \) correspond to \( s^*(\Omega) \) and \( r^*(\Omega) \) evaluated at \( \Omega = 0 \). Similarly, \( s_{LOB}^* \) and \( r_{LOB}^* \) correspond to \( s^*(\Omega) \) and \( r^*(\Omega) \) evaluated at \( \Omega = X_S \geq 0 \). From equation (16), \( s^* \) is, other things equal, \( (i) \) weakly increasing in \( r^* \) and \( (ii) \) weakly increasing in \( \Omega \). Furthermore, from equation (17), \( r^* \) is, other things equal, \( (i) \) weakly decreasing in \( s^* \) and \( (ii) \) unaffected by \( \Omega \). By combining these observations, we establish that \( s^*(\Omega) \) is weakly increasing and that \( r^*(\Omega) \) is weakly decreasing. Therefore, we conclude that \( s_{qND}^* \leq s_{LOB}^* \) and \( r_{qND}^* \geq r_{LOB}^* \), as desired.

**Proof of Proposition 8.** The proof consists of four parts. First, we argue that there exists a unique solution to (6) and (7). Second, we describe the strategies and beliefs of the
equilibrium. Third, we verify that these beliefs are consistent with Bayes’ rule. Fourth, we verify that strategies are sequentially rational given beliefs.

Part One (Existence and Uniqueness): From (6) and (7), \( r_{FBA}^* \) is characterized as a fixed point of the following correspondence:

\[
R_{FBA}(\hat{r}) = \arg \max_{r \in [0,1]} \left\{ \frac{(1 - \lambda)rX}{1 - \lambda + \lambda\hat{r}X} - c(r) \right\}.
\]

As in the proof of Proposition 1, \( r_{FBA}^* \) uniquely exists, and \( s_{FBA}^* \) can be uniquely derived from \( r_{FBA}^* \) and (6).

Part Two (Description): In terms of the quantities \( s_{FBA}^* \) and \( r_{FBA}^* \) characterized by Proposition 8, the equilibrium strategies are as follows:

- **Investor.** If he is a liquidity-investor with a buying (selling) motive, then he sends to his home exchange a non-competitive order to buy (sell) one share at the price \( \beta (-\beta) \). If he is an information-investor, then he conducts research with intensity \( r_{FBA}^* \). If he learns the value of the security to be \( v = 1 \) \((v = -1)\), then he sends to each exchange a non-competitive order to buy (sell) one share at the price 1 \((-1)\). He sends no orders if he does not learn \( v \).

- **Liquidity providers.** One liquidity provider is active on the equilibrium path and is referred to as “the liquidity provider” in what follows. At time 0, she sends to each exchange a competitive order to buy one share at the bid \(-s_{FBA}^*/2\) and another to sell one share at the ask \(s_{FBA}^*/2\). If in any batch interval, one or more trades occur, then she sends cancellations for all her remaining orders, doing so in the next batch interval.

  A second liquidity provider who is inactive on path but may be active off path is referred to as “the enforcer.” If in some batch interval prior to which no trade has occurred, the competitive schedules at some exchange are reported to have consisted of anything other than a competitive order to buy one share at \(-s_{FBA}^*/2\) and a competitive order to sell one share at \(s_{FBA}^*/2\), then she sends such orders to that exchange, doing so in the next batch interval.

  The remaining liquidity providers remain completely inactive both on and off path.

- **Snipers.** If in any batch interval, trades occur at the ask (bid) at two or more exchanges, then each sniper sends to all other exchanges a non-competitive order to buy (sell) one share at the price 1 \((-1)\), doing so in the next batch interval.

  If traders use these strategies, then an information-investor makes \( X \) trades conditional on learning the value of the security. To see this, note that the processing times of his orders are separated by at most \( 2\varepsilon \). Because the batch length is assumed to be infinitely longer than \( \varepsilon \), it is with only infinitesimal probability that his orders are processed in different batch intervals. And if his orders are processed in the same batch interval, then all \( X \) are filled.
before any of the other traders can react.

To complete the description of the WPBE, it remains to specify beliefs. The relevant beliefs are what the HFTs believe after the batch interval in which the first trade occurs about who initiated those trades (i.e., who submitted the non-competitive orders involved in those trades). We consider separately the cases of $X = 1$ and $X \geq 2$.

- First, suppose $X = 1$. If one trade occurs at the ask (bid) in that batch interval, then HFTs believe it to have been initiated either by a liquidity-investor with a buying (selling) motive, with probability
\[
\frac{1 - \lambda}{1 - \lambda + \lambda r_{FBA}^*},
\]
or by an information-investor who learned $v = 1$ ($v = -1$), with probability
\[
\frac{\lambda r_{FBA}^*}{1 - \lambda + \lambda r_{FBA}^*}.
\]

- Second, suppose $X = 2$. If exactly one trade occurs at the ask (bid) in that batch interval, then HFTs believe it to have been initiated by a liquidity-investor with a buying (selling) motive, with probability one. If $X \geq 2$ and two or more trades occur at the ask (bid) in that batch interval, then HFTs believe them to have been initiated by an information-investor who learned $v = 1$ ($v = -1$), with probability one.

Part Three (Consistency): Given equilibrium strategies, we have the following. The investor is a liquidity-investor with a buying (selling) motive with probability $(1 - \lambda)/2$. Conditional on there being such an investor, in the batch interval in which the first trade occurs, there occurs exactly one trade initiated by him at the ask (bid) with probability one. On the other hand, the investor is an information-investor who learns $v = 1$ ($v = -1$) with probability $\lambda r_{FBA}^*/2$. If $X = 1$ and conditional on there being such an investor, then in the batch interval in which the first trade occurs, there occurs exactly one trade initiated by him at the ask (bid) with probability one. If $X \geq 2$ and conditional on there being such an investor, then in the batch interval in which the first trade occurs, there occur two or more trades initiated by him at the ask (bid) with probability one. Applying Bayes’ rule, we obtain the beliefs described above.

Part Four (Sequential Rationality): That liquidity-investors, information-investors, the liquidity provider, and the remaining liquidity providers (including the enforcer) do not have profitable deviations is as in the proof of Proposition 1.

Snipers also have no deviations that would yield positive expected profits. As in the proof of Proposition 1, it is not profitable to deviate by triggering any trades before a trade occurs. In addition, it is not possible to obtain fills after a trade occurs because batching means that the liquidity provider’s cancellations will be processed in the same batch interval as the sniper orders. Therefore, no aggressive-side order anticipation can occur in equilibrium.  

\[\square\]
Proof of Proposition 9. The proof consists of two parts. First, we show that for all \( q \in [0, 1] \), \( s_{FBA}^* \geq s_{qND}^* \) and \( r_{FBA}^* \geq r_{qND}^* \). Second, we show that \( s_{FBA}^* \geq s_{qLOB}^* \) and \( r_{FBA}^* \geq r_{qLOB}^* \).

Part One (\( s_{FBA}^* \geq s_{qND}^* \) and \( r_{FBA}^* \geq r_{qND}^* \)). Define \( s^*(\Omega) \) and \( r^*(\Omega) \) as the solution to the system

\[
s^* = \frac{2\lambda r^* \Omega}{1 - \lambda + \lambda r^* \Omega} \tag{18}
\]

\[
r^* \in \arg \max_{r \in [0,1]} \left\{ r \Omega \left( 1 - \frac{s^*}{2} \right) - c(r) \right\} \tag{19}
\]

Notice that \( s_{FBA}^* \) and \( r_{FBA}^* \) correspond to \( s^*(\Omega) \) and \( r^*(\Omega) \) evaluated at \( \Omega = X \). Similarly, \( s_{qND}^* \) and \( r_{qND}^* \) correspond to \( s^*(\Omega) \) and \( r^*(\Omega) \) evaluated at \( \Omega = X_{qND} \). \( X_{qND} \) is as defined in Proposition 5, and it is not more than \( X \). It therefore suffices to show that \( s^*(\Omega) \) and \( r^*(\Omega) \) are both weakly increasing in \( \Omega \). To do so, notice that \( r^*(\Omega) \) is characterized as the fixed point of the following correspondence:

\[
R(\hat{r}, \Omega) = \arg \max_{r \in [0,1]} \left\{ \frac{(1 - \lambda) r \Omega}{1 - \lambda + \lambda r \Omega} - c(r) \right\}.
\]

By Topkis’ theorem, \( R(\hat{r}, \Omega) \) is weakly increasing in \( \Omega \). Because the correspondence is also weakly decreasing in \( \hat{r} \), this fact implies that \( r^*(\Omega) \) is weakly increasing. Furthermore, from equation (18), \( s^* \) is, other things equal, (i) weakly increasing in \( r^* \) and (ii) weakly increasing in \( \Omega \). Therefore, we also have that \( s^*(\Omega) \) is weakly increasing.

Part Two (\( s_{FBA}^* \geq s_{qLOB}^* \) and \( r_{FBA}^* \geq r_{qLOB}^* \)). Define \( s^*(\Omega) \) and \( r^*(\Omega) \) as the solution to the system

\[
s^* = \frac{2\lambda r^*[X \Omega + (X_I + X_S)(1 - \Omega)]}{1 - \lambda + \lambda r^*[X \Omega + (X_I + X_S)(1 - \Omega)]} \tag{20}
\]

\[
r^* \in \arg \max_{r \in [0,1]} \left\{ r [X \Omega + X_I(1 - \Omega)] \left( 1 - \frac{s^*}{2} \right) - c(r) \right\} \tag{21}
\]

Notice that \( s_{FBA}^* \) and \( r_{FBA}^* \) correspond to \( s^*(\Omega) \) and \( r^*(\Omega) \) evaluated at \( \Omega = 1 \). Similarly, \( s_{qLOB}^* \) and \( r_{qLOB}^* \) correspond to \( s^*(\Omega) \) and \( r^*(\Omega) \) evaluated at \( \Omega = 0 \). It therefore suffices to show that \( s^*(\Omega) \) and \( r^*(\Omega) \) are both weakly increasing in \( \Omega \). To do so, notice that \( r^*(\Omega) \) is characterized as the fixed point of the following correspondence:

\[
R(\hat{r}, \Omega) = \arg \max_{r \in [0,1]} \left\{ \frac{(1 - \lambda) r [X \Omega + X_I(1 - \Omega)]}{1 - \lambda + \lambda \hat{r}[X \Omega + (X_I + X_S)(1 - \Omega)]} - c(r) \right\}.
\]

By Topkis’ theorem, \( R(\hat{r}, \Omega) \) is weakly increasing in \( \Omega \). Because the correspondence is also weakly decreasing in \( \hat{r} \), this fact implies that \( r^*(\Omega) \) is weakly increasing. Furthermore, from equation (20), \( s^* \) is, other things equal, (i) weakly increasing in \( r^* \) and (ii) weakly increasing in \( \Omega \). Therefore, we also have that \( s^*(\Omega) \) is weakly increasing.

\( \square \)

Proof of Corollary 10. In the equilibria of the LOB, of NDs, and of FBAs, liquidity-
investor welfare is determined by the spread through \( w^* = \beta - s^*/2 \). Therefore, by Proposition 3, an equilibrium outcome of one of these trading mechanisms lies on the frontier of the feasible set if and only if the equilibrium spread, \( s^* \), is related to the equilibrium research intensity, \( r^* \), through the equation

\[
\lambda r^* c'(r^*) = \left(1 - \lambda\right)\frac{s^*}{2}.
\] (22)

As before, the equilibrium research intensities \( r^*_{LOB} \), \( r^*_{qND} \), and \( r^*_{FBA} \) are characterized, respectively, by the fixed points of the following correspondences:

\[
R_{LOB}(\hat{r}) = \arg \max_{r \in [0,1]} \left\{ \frac{(1 - \lambda)r X_I}{1 - \lambda + \lambda r (X_I + X_S)} - c(r) \right\}
\]

\[
R_{qND}(\hat{r}) = \arg \max_{r \in [0,1]} \left\{ \frac{(1 - \lambda)r X_{qND}}{1 - \lambda + \lambda r X_{qND}} - c(r) \right\}
\]

\[
R_{FBA}(\hat{r}) = \arg \max_{r \in [0,1]} \left\{ \frac{(1 - \lambda)r X}{1 - \lambda + \lambda r X} - c(r) \right\}
\]

where \( X_I \) and \( X_S \) are as defined in the statement of Proposition 1 and \( X_{qND} \) is as defined in the statement of Proposition 5.

The assumption that \( c'(1) \geq \frac{1 - \lambda) X}{1 - \lambda + \lambda X} \) ensures that at \( \hat{r} = 1 \), none of the maximization problems on the above right-hand sides has a corner solution at one. Consequently, at the values of \( \hat{r} \) that are the respective fixed points of these correspondences, each of the solutions to the maximization problems on the above right-hand sides is either a corner solution at zero or an interior solution. We have the following equations in either case:

\[
r^*_{LOB} c'(r^*_{LOB}) = \frac{(1 - \lambda)r^*_{LOB} X_I}{1 - \lambda + \lambda r^*_{LOB} (X_I + X_S)}
\]

\[
r^*_{qND} c'(r^*_{qND}) = \frac{(1 - \lambda)r^*_{qND} X_{qND}}{1 - \lambda + \lambda r^*_{qND} X_{qND}}
\]

\[
r^*_{FBA} c'(r^*_{FBA}) = \frac{(1 - \lambda)r^*_{FBA} X}{1 - \lambda + \lambda r^*_{FBA} X}
\]

In addition, from equations (1), (4), and (6), we also have

\[
s^*_{LOB} = \frac{2\lambda r^*_{LOB} (X_I + X_S)}{1 - \lambda + \lambda r^*_{LOB} (X_I + X_S)}
\]

\[
s^*_{qND} = \frac{2\lambda r^*_{qND} X_{qND}}{1 - \lambda + \lambda r^*_{qND} X_{qND}}
\]

\[
s^*_{FBA} = \frac{2\lambda r^*_{FBA} X}{1 - \lambda + \lambda r^*_{FBA} X}
\]

Comparing these expressions to the condition for being on the frontier of the feasible set,
equation (22), we find that the qND outcome, for all \( q \in [0, 1] \), is on the frontier. Similarly, the FBA outcome is on the frontier. Finally, the LOB outcome is on the frontier if \( X_S = 0 \), which is the case if either \( X \leq 2 \) or \( p_t = 1 \) (or both).

\( \square \)

**Proof of Corollary 11.** First, note that, under the corollary’s assumption that \( c'(1) \geq 1-\lambda \), \( r_{\min} = \min \left \{ r \in [0, 1] : c'(r) \geq \frac{1-\lambda}{1-\lambda + \lambda r} \right \} \) is indeed well-defined. Indeed, the assumption implies that the set \( \{ r \in [0, 1] : c'(r) \geq \frac{1-\lambda}{1-\lambda + \lambda r} \} \) is nonempty (as it contains \( r = 1 \)). And because \( c(r) \) is assumed to be continuously differentiable, that set is compact and thus does indeed have a minimum value. Suppose now that \( (r^*, w^*) \) is an outcome on the frontier of the feasible set where \( r^* \geq r_{\min} \). By Proposition 3, \( w^* = \beta - \frac{\lambda}{1-\lambda} r^* c'(r^*) \), and \( w^* \geq 0 \).

**Proof of claim (ii).** Consider FBAs with \( X'' = \frac{(1-\lambda)c'(r^*)}{1-\lambda + \lambda r} \) exchanges. Note that the right-hand side is greater than or equal to one when \( r^* = r_{\min} \) and increasing in \( r^* \), so we indeed have \( X'' \in \mathbb{R}_{\geq 1} \), as claimed. We wish to use Proposition 8 to characterize the equilibrium outcomes that prevail in this scenario. That proposition relied on the assumption that \( \beta \geq \frac{\lambda X}{1-\lambda + \lambda X} \) to characterize the equilibrium of FBAs with \( X \) exchanges. If \( X'' > X \), then an analogous inequality it not guaranteed to hold. However, the only role of the inequality in the proposition’s proof was to ensure that the equilibrium spread did not exceed \( 2\beta \). We therefore suppose for the moment that this is the case in the present scenario, and we verify it later. By Proposition 8, FBAs with \( X'' \) exchanges lead to equilibrium research intensity that is characterized by the fixed point of the correspondence

\[
R_{FBA}(\hat{r}) = \arg \max_{r \in [0,1]} \left \{ \frac{(1-\lambda)rX''}{1-\lambda + \lambda \hat{r}X''} - c(r) \right \}
\]

\[
= \arg \max_{r \in [0,1]} \left \{ \frac{(1-\lambda)rc'(r^*)}{1-\lambda - \lambda (r^* - \hat{r})c'(r^*)} - c(r) \right \}
\]

The fixed point of this correspondence occurs when \( r = \hat{r} = r^* \). Furthermore, the associated spread will be

\[
s^* = \frac{2\lambda r^* X''}{1-\lambda + \lambda r^* X''} = \frac{2\lambda}{1-\lambda} r^* c'(r^*)
\]

which implies that liquidity-investor welfare in this equilibrium is \( \beta - s^*/2 = w^* \). It only remains to verify that \( s^* \leq 2\beta \). However, this fact follows immediately from the fact that \( s^* = 2(\beta - w^*) \) and the fact that \( w^* \geq 0 \). We conclude that the outcome \( (r^*, w^*) \) can be implemented by FBAs with \( X'' \) exchanges.

**Proof of claim (i).** Next, choose \( X' \) to be any natural number for which

\[
X'p_H(1-p_t)^{X'} + X'[1-p_H(1-p_t)] \geq \frac{(1-\lambda)c'(r^*)}{1-\lambda - \lambda r^* c'(r^*)}.
\]
Such a selection is possible because the left-hand side of the above equation diverges as \( X' \to \infty \). Given that choice of \( X' \), choose \( q \in [0,1] \) such that

\[
q^{X'} + \sum_{x=1}^{X'} \binom{X'}{x} (1-q)^x q^{X'-x} (xp_H(1-p_I)^x + x[1-p_H(1-p_I)]) = \frac{(1-\lambda)c'(r^*)}{1-\lambda - \lambda r^*c'(r^*)}.
\]

Such a selection is possible by the intermediate value theorem because (i) the left-hand side of the above equation is continuous in \( q \), (ii) the left-hand side exceeds the right-hand side when \( q = 0 \) (by the definition of \( X' \)), (iii) the left-hand side evaluates to one when \( q = 1 \), and (iv) the right-hand side is greater than or equal to one, since it is greater than or equal to one when \( r^* = r_{\text{min}} \) and increasing in \( r^* \). It can then be shown through methods similar to those used above that qND with \( X' \) exchanges implements the outcome \((r^*,w^*)\).
B Empirical Evidence of Random Latency

Order anticipation enabled by random latency lies at the heart of the model. Indeed, if latency were completely deterministic, then no order anticipation would take place;\footnote{If latency were completely deterministic, then it would be possible to evade order anticipation by coordinating the processing times of orders. In fact, even if exchanges differed in their latencies, such coordination could be achieved by using smart order routers such as Royal Bank of Canada’s THOR (Aisen et al., 2015; Lewis, 2014). Rather than releasing orders simultaneously from a trading desk, THOR releases orders at slightly different times so as to coordinate their arrival times. Nevertheless, latency is not deterministic in practice. For example, Lewis (2014) writes:}

\[\text{the equilibrium spread would be invariant to changes in the speed of HFTs; and, moreover, the LOB would lead to an outcome identical to that of both FBAs and 0-ND.}\]

In this appendix, we (i) provide additional details concerning the sources of randomness in latency, (ii) provide some statistics to quantify the extent of randomness, (iii) conduct a simulation of the model to form a rough estimate of the amount of order anticipation allowed by the prevailing latency structure in modern markets, and (iv) discuss some statistics pertaining to the amount of order anticipation arising in practice.

B.1 Sources of Randomness

A variety of factors contribute to latency in data networks (Bertsekas and Gallager, 1992; Kay, 2009; Ixia, 2012; Corvil Ltd., 2014; Deutsche Börse Group, 2018). Summarizing Kay (2009): (i) network interface delays for serialization occur as data is translated into packets (or vice versa) as it passes from one domain to another, (ii) signal propagation delays occur as packets travel across a physical distance, (iii) network processing delays occur as gateways, firewalls, routers, or switches determine how to treat a packet, (iv) router and switch delays occur as packets travel through them from an input port to a corresponding output port, and (v) queuing delays occur when packets from different input ports are queued for sequential transmission through the same output port.

Randomness in latency, known as jitter, may be stem from (i) variation in packet size, which influences network interface delays, (ii) variation in route path, which influences signal propagation delays, and (iii) variation in network congestion, which influences queuing delays.\footnote{One contributing factor to variation in network congestion may be “quote stuffing,” a practice in which certain traders occasionally submit large numbers of orders in order to slow down certain exchanges (Gai et}
act with the aforementioned factors to influence the degree of randomness. (See Kirilenko and Lamacie (2015) and Menkveld and Zoican (2017) for a discussion of exchange architecture.) For the trader-to-exchange leg of communication, variation may also be caused by the weather, which affects signal propagation delays for radio communication (Bloomberg News, 2018) and which may also force traders to abandon radio communication entirely to use instead slower fiber-optic technology (Shkilko and Sokolov, 2019).

### B.2 Evidence of Randomness

Three types of latency play a role in order anticipation: (i) trader-to-exchange latency, which is the amount of time between when a trader sends an order to an exchange and when the order is received by the exchange, (ii) within-exchange latency, which is the amount of time between when an order is received by the exchange and when it is processed, and (iii) exchange-to-trader latency, which is the amount of time between when an order is processed and when ensuing announcements reach traders. All three components possess some randomness. Below, we report some statistics that quantify the degree of randomness present in two of these components.

**Within-exchange.** Exchanges require some amount of time to accept, process, and execute orders. Publicly-available summary statistics concerning this latency are available for the Bats-Y Exchange (BYX) for the week of May 30, 2016. According to BATS (2016), the order acknowledgement latency for traders using the binary protocol was 75 microseconds on average and 114 microseconds at the 80th percentile. Similar latencies were realized for traders using the FIX protocol: 88 microseconds on average and 114 microseconds at the 80th percentile. The amount of randomness is extremely small in real terms, but it is significant relative to the scale of the distribution. In addition, similar statistics prevail at other exchanges, including NYSE Arca and NYSE American (NYSE, 2018), NASDAQ OMX (NASDAQ OMX, 2012), SIX Swiss Exchange (SIX Swiss Exchange, 2016), Eurex Exchange (Deutsche Börse Group, 2018), MIAX Options Exchange (MIAX, 2018), Toronto Stock Exchange (TMX, 2014), and Brazil’s BM&FBOVESPA (Kirilenko and Lamacie, 2015). Furthermore, in a recent industry study, Lehr (2016) finds evidence of considerable variability in the outbound data feeds of Nasdaq, Arca, and NYSE.\(^{42}\)

These statistics indicate that randomness in within-exchange latency is a meaningful

---

\(^{41}\)Another type of latency—though less relevant to the model—is the time between a quote update or a trade and the corresponding update of the Securities Information Processor (SIP). Bartlett and McCrery (2017) study this form of latency for the time period between August 2015 and June 2016 and find a significant degree of randomness.

\(^{42}\)That analysis calculates the difference in latencies between two data products offered by the same exchange, finding substantial variability in each case. This requires variability in the latencies of the individual products, although summary statistics pertaining to the individual latencies are not separately reported.
barrier to traders who would seek to synchronize the timing of their trades across different exchanges. Thus, although there have been efforts aimed at suppressing the randomness of \textit{trader-to-exchange latency}, including a recent patent application from Renaissance Technology (Mercer and Brown, 2016), within-exchange latency remains a significant constraint.

\textbf{Exchange-to-trader.} We possess data that allow us to perform a detailed analysis of exchange-to-trader latency. This is order-level data—a historical record of all messages that are broadcast by all exchanges in the United States—that is provided by Thesys Technologies, LLC. A unique feature of the data is that each order has two timestamps: the timestamp affixed by the exchange at the point of processing, and the timestamp affixed by the firm at the point of receipt. The difference between these two is precisely the realized exchange-to-trader latency.

For the analysis below, we restrict our focus to messages from Nasdaq for the week of May 30, 2016. However, roughly similar results would be derived for other exchanges and for other sample periods. We record the latency of every message pertaining to SPDR S&P 500 Trust ETF (SPY) sent between 9:30 and 16:00 on the trading days of that week. Figure 5 displays the histogram of those latencies, and Table 1 displays corresponding summary statistics. Two aspects of these data merit mention: latencies are extremely small, on the order of microseconds, and there is a significant amount of randomness. After 99 percent winsorization, the latency is 31 microseconds on average, with a standard deviation of 19 microseconds.

<table>
<thead>
<tr>
<th>mean</th>
<th>st. dev.</th>
<th>$p_{20}$</th>
<th>$p_{40}$</th>
<th>$p_{60}$</th>
<th>$p_{80}$</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>31.07</td>
<td>18.67</td>
<td>24</td>
<td>25</td>
<td>27</td>
<td>32</td>
<td>7,581,400</td>
</tr>
</tbody>
</table>

Summary statistics of latencies of all messages pertaining to SPDR S&P 500 Trust ETF (SPY) between Nasdaq and an HFT firm between 9:30 and 16:00 on trading days from May 30, 2016 and June 3, 2016, with 99 percent winsorization.

Although these data pertain to just a single message recipient, we have no reason to believe that the magnitude of randomness illustrated by our analysis is driven by this choice. For instance, according to a CME spokesperson, “Every market participant will experience some degree of variability” (WSJ, 2018).

\section*{B.3 Model Simulation}

In this section, we simulate the model, using empirical latencies described in the previous section and assuming that traders continue to behave as in equilibrium. We then analyze the fill rates that prevail in this simulation, interpreting them as a back-of-the-envelope estimate of the fill rates predicted by the model. These simulation results suggest that prevailing
amounts of randomness in latency are more than sufficient to generate the levels of order anticipation observed in practice, which we summarize in the next section.

While our model ignores the exchange-to-trader component of latency, we reintroduce it for the purposes of this exercise. When simulating a race between an information-investor, the liquidity provider, and snipers, we assume that traders behave essentially as in the model: (i) the information-investor sends immediate-or-cancel orders to each exchange, (ii) the liquidity provider sends cancellations to each exchange after observing one trade, (iii) snipers send immediate-or-cancel orders to each exchange after observing two trades. A trader’s order is processed by an exchange only after the corresponding trader-to-exchange and within-exchange latencies, and a trader observes the results of this processing only after the corresponding exchange-to-trader latencies.

To simulate trader-to-exchange and exchange-to-trader latencies, we draw from the empirical distribution described in the previous section and depicted in Figure 5. To simulate within-exchange latencies, we draw from a shifted exponential distribution calibrated to match the mean and 80th percentile of the latency distribution discussed in BATS (2016).
This calibration yields 11 microseconds for the shift parameter and 64 microseconds for the rate parameter. Throughout, we assume that these three components are distributed independently, not only across traders but also of each other within a trader.

We use this procedure to simulate the outcomes of races between an information-investor, the liquidity provider, and snipers, as the number of exchanges, $X$, ranges from one to fifteen. Figure 6 summarizes the outcomes of 1,000 simulations per choice of $X$. When $X = 1$, there is no opportunity for order anticipation of any sort, and the investor’s fill rate is 100 percent. When $X = 2$, there is no opportunity for snipers to become active, and the races are divided between the investor (90.7 percent) and the liquidity provider (9.3 percent). Snipers become active when $X \geq 3$, and win a progressively larger proportion of races as $X$ increases further. When $X = 10$, the simulations predict a fill rate of 56.6 percent for the investor.

Figure 6: Calibrated Fill Rates, by Number of Exchanges

The fraction of races between an information-investor, the liquidity provider, and snipers won by each party in simulations of the model, for different numbers of exchanges. Each bar is based on 1,000 simulations. Simulations assume traders behave as in the equilibrium of the model. Simulated exchange-to-trader and trader-to-exchange latencies are drawn iid from the empirical distribution of latencies between Nasdaq and an HFT firm, as described in the text. Simulated within-exchange latencies are drawn iid from a shifted exponential distribution calibrated to match statistics from BATS (2016), as described in the text.
B.4 Evidence of Order Anticipation

If latency is random, as the evidence documented above indicates, then order anticipation ought to take place in practice. This appendix summarizes a variety of evidence to that effect.

Evidence from industry sources. The summary statistics on fill rates reported by Barclays (2014) hint at the amount of order anticipation they experience. They define the fill rate of a wave as

\[ \text{fill rate} = \frac{\# \text{shares filled}}{\min\{\# \text{shares in order}, \# \text{shares displayed}\}}. \] (23)

Consistent with the model, they face virtually no order anticipation when attempting to access just a single exchange, achieving a fill rate of 99 percent. However, as they attempt to access quotes at more exchanges, they expose themselves to more order anticipation, and their fill rate declines.\(^{43}\) When targeting six or more exchanges, they achieve a fill rate of 89 percent, and a hit ratio (the frequency of complete fills) of just 25 percent.

These fill rates are somewhat higher than those prevailing in the simulations conducted in Appendix B.3. A combination of factors may be responsible for this gap. One set of factors generate upward bias in the Barclays statistics relative to the empirical analogue of the simulation results:

- Only for a subset of the orders it handles does the Barclays router behave as information-investors in our model, routing orders for the entire quoted depth. When less than the entire quoted depth is desired, a fill rate of 100 percent could be realized even if some order anticipation occurs.

- The possibility of trading against hidden orders mechanically biases fill rates upward. Executions against hidden orders are added to the numerator of (23), but the number of hidden orders quoted is not accounted for in the denominator. Indeed, it therefore becomes possible that an order for the entire displayed depth would receive a 100 percent fill rate even if order anticipation takes place.

Another set of explanations for the gap pertain to ways in which the simulations may be an imperfect model of real behavior.

- The simulations, although based on real latency data, assume that latencies are drawn independently across traders and across exchanges. Some correlation likely prevails in practice, which would lessen the effectiveness of order anticipation strategies.

\(^{43}\)Complicating the interpretation of these figures is that the number of exchanges Barclays targets is most likely an endogenous variable, and we therefore do not claim that this relationship is causal. Nevertheless, these data are consistent with order anticipation, and that is in fact the explanation that Barclays themselves provide.
The simulations suppose that traders behave exactly as in the equilibrium of the model—in particular, that liquidity-investors target just a single exchange. In practice, there likely exists some size heterogeneity among liquidity-investors, so that some target two or more exchanges at once. If the differences between the order routing decisions of liquidity-investors and information-investors are less stark, then the signals that can be extracted from order flow will be weaker (cf. Appendix C.8). This would also lessen the extent of order anticipation. Snipers in particular would exercise more caution before acting, since a strong signal is needed to offset the costs of crossing the spread.

Although a coarser form of evidence, a general inability to achieve 100 percent fill rates is also consistent with order anticipation. Evidence to that effect comes from KCG (2014). As they report, they achieve a fill rate of approximately 94 percent when attempting to access the entire NBBO depth. Furthermore, their fill rate drops to approximately 91 percent when they widen their sweeps to include dark pools as well.

An additional source of such evidence is the exchange IEX. They offer an order routing service to their clients, and they publish the fill rates their router achieves to their website (IEX, 2018b). In March 2018, their weighted average fill rate across all Reg NMS “protected” market centers was 94.32 percent. This figure is a single average across the entire set of orders handled by IEX, without distinguishing, as Barclays does, by the number of exchanges targeted. While it is therefore less directly comparable to the simulation results, the fact that IEX does not always achieve a perfect fill rate is nevertheless informative. Moreover, this shortfall is not due to a relative lack of sophistication on the part of IEX. To the contrary, their methods are cutting edge. In particular, they connect to other exchanges through a custom-built fiber optic network that is specifically designed for synchronization.

Related evidence comes from Nanex (2014), a market data provider with an associated research arm. They provide a highly detailed analysis of a small set of trades. The first of these trades—although not implemented using state-of-the-art smart order routing technology—triggered large amounts of order anticipation. The last of these trades was conducted using IEX’s more sophisticated smart order router, which reduced order anticipation but did not appear to eliminate it.

Evidence from academic literature. Order anticipation has also been investigated in the academic literature. For example, Malinova and Park (2017) provide direct empirical evidence of both aggressive-side and passive-side order anticipation for Canadian equities. In the millisecond following a trade on a particular exchange, they detect market-wide increases both in the probability of HFTs canceling their quotes and in the probability of HFTs trading aggressively in the same direction. Also consistent with order anticipation, they report significantly lower fill rates for orders that target two exchanges than for orders that target a single exchange, even after controlling for order size. Similarly, van Kervel (2015) finds that executions on one venue are followed by cancellations elsewhere within the subsequent 100 milliseconds, which is consistent with passive-side order anticipation. Additionally, a number
of other studies have also found evidence of order anticipation, although not necessarily of the form modeled in this paper (Hirschey, 2018; Korajczyk and Murphy, 2019; van Kervel and Menkveld, 2019).

Lastly, Weller (2018) and Gider et al. (2019) find a connection between HFT and less informative prices, which they suggest may be caused by the form of order anticipation that we model in this paper.
C Additional Results

In this appendix, we present some additional results that may be of interest. Appendix C.1 supplements Corollary 2 by discussing how the LOB equilibrium is affected by changes in the parameters of the model beyond $p_H$. Similarly, Appendices C.2 and C.3 discuss comparative statics for the equilibria of NDs and FBAs. Appendix C.4 studies an asynchronous version of the FBAs mechanism, finding that it generates an equilibrium outcome identical to that prevailing under 1-ND. Appendix C.5 studies the consequences of adding a small delay to all orders, finding that it generates an equilibrium outcome identical to that prevailing under (synchronized) FBAs. Appendix C.6 demonstrates that the economic forces of our model carry over to a setting in which liquidity-investors arrive in a stream, which effectively opens the door for informed traders to split orders dynamically. Appendix C.7 motivates our use of the hyperreal-based construction of time by describing the difficulties that would arise given a more standard construction. Appendix C.8 considers an extension of the model in which liquidity-investors may be heterogeneous in their demanded quantities. Appendix C.9 considers an extension of the model in which information-investors may be risk averse. Appendix C.10 presents an argument in support of the equilibrium selection that we have made.

C.1 Limit Order Book Comparative Statics

Corollary 2 in the main text summarizes the comparative statics of the LOB equilibrium with respect to $p_H$. As the parameter of the model that governs the speed of HFTs, this is likely the most interesting and policy-relevant comparative static exercise. But for completeness, we provide and discuss comparative statics with respect to the remaining parameters in this appendix.

Corollary 12. The spread $s^*_{LOB}$ and the research intensity $r^*_{LOB}$ have the following comparative statics:

(i) $s^*_{LOB}$ is weakly increasing in $X$, weakly increasing in $p_I$, and weakly increasing in $\lambda$.
(ii) $r^*_{LOB}$ is weakly decreasing in $\lambda$.

Proof of Corollary 12.

With respect to $X$: Differentiating the expression for the spread given in (1), we find that, other things equal, it is weakly increasing in $X_I + X_S$. It can be shown that $X_I + X_S$ is weakly increasing in $X$ on the domain of the positive integers.\(^44\) These two observations imply that, other things equal, the spread is weakly increasing in $X$. It is also weakly increasing in research intensity, other things equal.

\(^44\)Notice that when $X = 1$, $X_I + X_S = 1$, and when $X = 2$, $X_I + X_S \geq 1$. Thus, it suffices to show that $\frac{\partial(X_I + X_S)}{\partial X} \geq 0$ on the domain where $X \geq 2$. Computing the derivative,
Moreover, applying Topkis’ Theorem to (2), we find that, other things equal, research intensity is weakly increasing in \( X_I \). By Lemma 1, \( X_I \) is weakly increasing in \( X \). These two observations imply that, other things equal, research intensity is weakly increasing in \( X \). It is also weakly decreasing in the spread, other things equal.

By combining these observations, we conclude that \( s^*_\text{LOB} \) is weakly increasing in \( X \).

*With respect to \( p_I \):* Differentiating the expression for the spread given in (1), we find that, other things equal, it is weakly increasing in \( X_I + X_S \). It can be shown that \( X_I + X_S \) is weakly increasing in \( p_I \). These two observations imply that, other things equal, the spread is weakly increasing in \( p_I \). It is also weakly increasing in research intensity, other things equal.

Moreover, applying Topkis’ Theorem to (2), we find that, other things equal, research intensity is weakly increasing in \( X_I \). It can be shown that \( X_I \) is weakly increasing in \( p_I \). These two observations imply that, other things equal, research intensity is weakly increasing in \( p_I \). It is also weakly decreasing in the spread, other things equal.

By combining these observations, we conclude that \( s^*_\text{LOB} \) is weakly increasing in \( p_I \).

*With respect to \( \lambda \):* Differentiating the expression for the spread given in (1), we find that, other things equal, it is weakly increasing in \( \lambda \). Applying Topkis’ Theorem to (2), we find that, other things equal, research intensity is weakly decreasing in the spread and constant in \( \lambda \). By combining these observations, we establish the claimed comparative statics for \( s^*_\text{LOB} \) and \( r^*_\text{LOB} \) with respect to \( \lambda \).

\[
\frac{\partial(X_I + X_S)}{\partial X} = 1 - p_H p_I (1 - p_I)^{X-1} \left[ 2X - 1 + \ln(1 - p_I) (X^2 - X) \right].
\]

Because \( p_I \geq 0.5 \), \( p_I \leq 1 \), and \( p_H \leq 1 \), we have

\[
p_H p_I (1 - p_I)^{X-1} [2X - 1 + \ln(1 - p_I) (X^2 - X)] \leq 0.5^{X-1} [2X - 1 + \ln(0.5) (X^2 - X)].
\]

The right-hand side is maximized on the domain \( X \geq 2 \) at \( X = 2 \), where it achieves \( \approx 0.807 \). We conclude that the derivative has the desired sign.

Notice that

\[
\frac{\partial(X_I + X_S)}{\partial p_I} = -p_H (X - 1)X (1 - p_I X) (1 - p_I)^{X-2}.
\]

When \( X = 1 \), this derivative evaluates to zero. When \( X \geq 2 \) (and using also that \( p_I \geq 0.5 \)), the derivative is nonnegative.

Notice that

\[
\frac{\partial X_I}{\partial p_I} = X - X^2 (1 - p_I)^{X-1} + (1 - p_H) (X - 1) X (1 - p_I X) (1 - p_I)^{X-2}.
\]

This derivative is minimized on the domain \( p_H \geq 0.5 \) at \( p_H = 0.5 \). Plugging that in and taking the first order condition with respect to \( p_I \), we see that when \( X \in \mathbb{N} \), there are no critical points \( p_I \in (0.5, 1) \), so we conclude that the derivative is minimized either by setting \( p_I = 0.5 \) or by setting \( p_I = 1 \). If the latter, then the derivative evaluates to \( X \), which is positive. If the former, then the derivative evaluates to \( X - (X^3 - X^2 + 2X)(0.5)^X \), which is weakly positive on \( X \in \mathbb{N} \).
Number of exchanges ($X$). Given the high degree of fragmentation in modern equity markets, another very relevant set of comparative statics are those with respect to the number of exchanges, $X$. According to the proposition, an increase in $X$ increases the equilibrium spread. The intuition can be seen through the following chain of forces. First, as observed in Section 4.2, aggregate depth increases in the number of exchanges. It in fact scales linearly in the number of exchanges because the liquidity provider optimally offers one share at both the bid and the ask at each exchange in order to serve a liquidity-investor who might attempt to trade there. Next, this increase in the depth of the aggregate book also increases the number of shares available to informed traders (either directly informed information-investors or indirectly informed snipers). The liquidity provider is therefore exposed to more adverse selection, and she must charge a larger spread to compensate.\footnote{A countervailing force not captured by this model is the following. If exchanges are strategic players who compete for order flow, then an increase in their number might reduce their market power and therefore the fees that they charge. All else equal, smaller fees might be passed on as smaller spreads. Baldauf and Mollner (2019) propose a model that encapsulates both this “competition channel” and the “exposure channel” described above, although empirical analysis indicates that the exposure channel dominates.}

This represents an interesting contrast to the irrelevance result of Glosten (1994). He demonstrates that in an idealized, frictionless setting in which investors can costlessly send simultaneous orders to separate exchanges in order to complete their trades at the best possible price, the liquidity of the aggregate market is invariant to the degree of fragmentation. We do not obtain the same invariance result in our model for the reason that investors do not always act to complete their trades at the best possible price. Rather, we make the extreme assumption that liquidity-investors are perfectly inelastic in their exchange choices. Nevertheless, similar forces would break Glosten’s invariance result even in more realistic models with some cross-exchange elasticity, at least so long as some friction precludes perfect elasticity.

On the other hand, the response of research intensity to an increase in $X$ is theoretically ambiguous, which is a result of two competing effects. The direct effect of an increase in $X$ is to create more opportunities for an information-investor to trade on any piece of information, which tends to incentivize research. However, an increase in $X$ also creates more opportunities for snipers to trade, which contributes to adverse selection and raises the spread. Larger spreads make each trade less profitable, so the indirect effect of an increase in $X$ tends to disincentivize research.

Investor speed ($p_I$). An increase in $p_I$ represents an improvement in the order routing technology of the investor, because orders are processed sooner and are less dispersed. With better technology, an information-investor obtains more fills. While snipers may obtain either more or fewer fills when $p_I$ increases, the overall effect is that more information-motivated trades take place. To offset the additional adverse selection, the liquidity provider must charge a larger spread. The response of equilibrium research intensity to a change in $p_I$ is
theoretically ambiguous for essentially the same reason that research may either increase or decrease in $X$.

**Probability of information-investor** ($\lambda$). Finally, an increase in the probability of an information-investor, $\lambda$, intensifies the adverse selection faced by the liquidity provider, who then quotes a larger spread in response. The larger spread reduces the benefits of research and leads to a lower research intensity.

### C.2 Non-Cancellation Delay Comparative Statics

This appendix uses the characterization of the qND equilibrium given in Proposition 5 to study how this outcome varies with the parameters of the model.

**Corollary 13.** The spread $s^*_{qND}$ and the research intensity $r^*_{qND}$ have the following comparative statics:

(i) $s^*_{qND}$ is weakly decreasing in $p_H$, weakly increasing in $X$, weakly increasing in $p_I$, and weakly increasing in $\lambda$.

(ii) $r^*_{qND}$ is weakly decreasing in $p_H$, weakly increasing in $X$, weakly increasing in $p_I$, and weakly decreasing in $\lambda$.

**Proof of Corollary 13.** As before, define

$$X_{qND} = q^X + \sum_{x=1}^{X} \left(1 - q\right)^x \left(1 - \lambda\right)^{X-x} \left(x p_H (1 - p_I)^x + x \left(1 - p_H (1 - p_I)\right)\right).$$

Lemma 2 establishes that $X_{qND}$ is weakly increasing in $X$. Moreover, by differentiating $X_{qND}$, we find that it is weakly decreasing in $p_H$ and weakly increasing in $p_I$.

As is evident from equation (4), the spread is, other things equal, (i) weakly increasing in research intensity, (ii) weakly increasing in $X$, and (iii) weakly increasing in $X_{qND}$. Moreover, the latter implies that the spread is also, other things equal, (iv) weakly decreasing in $p_H$, (v) weakly increasing in $X$, and (vi) weakly increasing in $p_I$. Applying Topkis’ theorem (5), we see that research intensity is, other things equal, (i) weakly decreasing in the spread, (ii) constant in $\lambda$, and (iii) weakly increasing in $X_{qND}$. Moreover, the latter implies that research intensity is also, other things equal, (iv) weakly decreasing in $p_H$, (v) weakly increasing in $X$, and (vi) weakly increasing in $p_I$. By combining these observations, we establish all claimed comparative statics except those of $r^*_{qND}$ with respect to $p_H$, $X$, and $p_I$.

Recall that $r^*_{qND}$ is characterized as the fixed point of the following correspondence:

$$R_{qND}(\hat{r}) = \arg\max_{r \in [0,1]} \left\{ \frac{(1 - \lambda) r X_{qND}}{1 - \lambda + \lambda^2 X_{qND}} - c(r) \right\}.$$  

Applying Topkis’ theorem, $R_{qND}(\hat{r})$ is weakly increasing in $X_{qND}$, and is therefore (i) weakly decreasing in $p_H$, (ii) weakly increasing in $X$, and (iii) weakly increasing in $p_I$. Because
the correspondence is also weakly decreasing in \( \hat{r} \), we obtain that \( r^*_{qND} \) has the claimed comparative statics with respect to these parameters.

The intuition for the comparative statics with respect to \( p_H \) and \( \lambda \) is analogous to the intuition for the corresponding comparative statics under the LOB. The intuition for the comparative statics with respect to \( X \) and \( p_I \) is as follows. Adding another exchange (i.e., increasing \( X \)) or improving the investor’s routing technology (i.e., increasing \( p_I \)) increases the number of venues at which an information-investor may trade after learning the value of the security, which increases the returns to research and incentivizes a higher research intensity. The higher research intensity increases the adverse selection faced by the liquidity provider, who quotes a larger spread in response.

These comparative statics under NDs are in contrast to what prevails under the LOB, where it is theoretically ambiguous how research intensity responds to changes in \( X \) and \( p_I \). The crucial difference is that with NDs, adverse selection against the liquidity provider comes only from the information-investor. But under the LOB, snipers are another source of adverse selection.

C.3 Frequent Batch Auctions Comparative Statics

This appendix uses the characterization of the FBA equilibrium given in Proposition 8 to study how this outcome varies with the parameters of the model.

**Corollary 14.** The spread \( s^*_{FBA} \) and the research intensity \( r^*_{FBA} \) have the following comparative statics:

(i) \( s^*_{FBA} \) is weakly increasing in \( X \) and weakly increasing in \( \lambda \).

(ii) \( r^*_{FBA} \) is weakly increasing in \( X \) and weakly decreasing in \( \lambda \).

**Proof of Corollary 14.** As is evident from equation (6), the spread is, other things equal, (i) weakly increasing in research intensity, (ii) weakly increasing in \( \lambda \), and (iii) weakly increasing in \( X \). Applying Topkis’ theorem to (7), we see that research intensity is, other things equal, (i) weakly decreasing in the spread, (ii) constant in \( \lambda \), and (iii) weakly increasing in \( X \). By combining these observations, we establish all claimed comparative statics except those of \( r^*_{FBA} \) with respect to \( X \).

Recall that \( r^*_{FBA} \) is characterized as the fixed point of the following correspondence:

\[
R_{FBA}(\hat{r}) = \arg\max_{r \in [0,1]} \left\{ \frac{(1 - \lambda)rX}{1 - \lambda + \lambda \hat{r}X} - c(r) \right\}.
\]

By Topkis’ theorem, \( R_{FBA}(\hat{r}) \) is weakly increasing in \( X \). Because the function is also weakly decreasing in \( \hat{r} \), we obtain that \( r^*_{FBA} \) has the claimed comparative static with respect to \( X \).
The intuition for the comparative statics with respect to $\lambda$ is analogous to the intuition for the corresponding comparative statics under the LOB. The intuition for the comparative statics with respect to $X$ is analogous to that under NDs. However, the comparative statics with respect to $p_H$ and $p_I$ are all zero. Under the LOB or under NDs, these parameters control the number of orders that an information-investor expects to convert into fills. In contrast, under FBAs, information-investors always convert all orders, and therefore changes in these parameters have no effect.

C.4 Asynchronous Frequent Batch Auctions

While Budish et al. (2014) advocate FBAs that are synchronized across exchanges, it may be difficult to achieve synchronization among competitors in practice. As a result, a natural question concerns what would transpire if the batch intervals were not synchronized. The model also allows us to study what would happen in such a setting.

We suppose that all exchanges use FBAs with “long” batch intervals that are “sufficiently” asynchronous. Formally, in the language of the model, we suppose that for any batch auction conducted by any exchange, no batch auction is conducted by the same or another exchange until at least $3\varepsilon$ has passed. Otherwise, we assume all is as before, and in particular, that the batch length of each exchange is an infinitesimal.

It can be shown that in such a setting, the equilibrium outcome would be the same as that which prevails under 1-ND, characterized in Proposition 5. The intuition is the same: aggressive-side order anticipation is eliminated, and in addition, an information-investor’s orders are processed with sufficient temporal dispersion to allow the liquidity provider to react after just a single trade. Whereas 1-ND achieves this dispersion by adding randomness to the processing times of non-cancellation orders, asynchronous FBAs achieve it by fixing clearing times in a way that is dispersed across exchanges.

C.5 Universal Delay

It is interesting to note that in this model, the outcome implemented by FBAs can also be achieved with a universal delay that would be applied to all orders before they are processed by an exchange.\footnote{Our analysis considers a constant delay. In contrast, versions of universal delay in which orders are delayed by random lengths of time are advocated for by Harris (2013) and were subsequently implemented by the foreign exchange venues EBS and ParFX (under the label “latency floor”).} In this appendix, we describe the mechanism and then discuss some of its attractive (albeit unmodeled) properties relative to FBAs.

Formally, we define universal delay to be the following proposal. All orders receive a delay of length $\delta_{UD}$. To have the desired effect, $\delta_{UD}$ should be small, yet should exceed the difference between (i) the maximum latency that the investor may experience and (ii) the sum of the minimum latency that the investor may experience together with the minimum latency
that an HFT may experience. In the language of the paper, this requirement corresponds to an infinitesimal delay $\delta_{UD} > \varepsilon$. Aside from this delay, all order processing is as in the LOB. It can be shown that in such a setting, the equilibrium outcome would be the same as that which prevails under FBAs, characterized in Proposition 8. The intuition is the same: information-investors become able to trade against all mispriced quotes before HFTs can react. Whereas batching achieves this by synchronizing the time of trade across exchanges, a universal delay achieves this by delaying the reaction time of HFTs.

Moreover, there are several reasons to think that a universal delay would be preferable to FBAs. First, by virtue of being so near the status quo, it would be easier to implement and therefore also less likely to suffer from glitches, loopholes, or other complications. In particular, a universal delay could be implemented by, for example, forcing all orders to travel through additional lengths of fiber-optic cable. Such a scheme is already used in practice by the exchange IEX, which implements a 350-microsecond delay by placing 38 miles of coiled cable between their matching engine and their point of presence. Second, there are some legal questions pertaining to whether it is possible for FBAs to operate simultaneously on multiple exchanges in a way that satisfies laws as they are currently written, particularly Regulation NMS in the United States. In contrast, the SEC has already approved IEX’s universal delay, characterizing it as de minimis. Third, FBAs require synchronization across exchanges, which might be difficult to achieve in practice since exchanges are competitors. On the other hand, order processing delays could be implemented in a decentralized way.

Furthermore, it might be useful to implement a universal delay in conjunction with a qND, for various values of $q$. There are certain points on the frontier of the feasible set that can be implemented by NDs but only if the number of exchanges is increased beyond $X$, as in the spirit of Corollary 11. Some of those points can be implemented by a hybrid mechanism in this class without the need to vary the number of exchanges.

C.6 Order Synchronization in a Dynamic Version of the Model

In the model presented in Section 3, there can be at most a single liquidity-investor present, who trades just a single share. This effectively limits the information-investor to trading at a single point in time, and he therefore trades as intensely as possible at that time, synchronizing his trading in one large “wave.” However, a more realistic model of trading on long-lived private information would feature multiple liquidity traders who arrive gradually, which would create the opportunity for an informed trader to camouflage himself by making many small trades over time (à la Kyle, 1985)—trading less intensely now in order to have less price impact and therefore better terms of trade in the future.

In this appendix, we consider such an a dynamic model. While we do not completely solve this model, we show that in certain regions of the parameter space—in particular,

\footnote{The NYSE American exchange subsequently adopted essentially the same scheme. A difference is that their delay is implemented via software instead of hardware.}
when trading is fragmented across a sufficiently large number of exchanges—equilibrium requires that the informed trader sometimes trades in a large wave even though that gives himself away. The driving insight is that, if he makes many trades at separate times, then each trade affects the price of the next, whether those trades occur at the same exchange or different ones. In contrast, if he makes many trades at the same time by synchronizing across exchanges, then none of those trades can influence the price he receives for another. If many exchanges are available, then such an “ambush” can be large and worthwhile.

We view this analysis as justification and motivation for our current approach, which can be interpreted as a model of a single one of these waves. While the model that we present in Section 3 is more simple in the temporal dimension, it is more complex in other dimensions, for instance by capturing latency. Thus, although it does not allow us to consider how an informed trader might split orders across time, it does allow us to consider in more detail the issues that arise when such a trader splits orders across exchanges. What the results of this appendix indicate is that these issues remain relevant even when orders can also be split across time.

One-exchange model. In the case of one exchange (i.e., $X = 1$), the model reduces to the “Glosten-Milgrom model” of Back and Baruch (2004, Section 2). The text in the following paragraphs is copied almost verbatim from that paper. Below, we generalize to multiple exchanges (i.e., $X > 1$) by adapting Back and Baruch (2004) in a natural way.

We consider a continuous-time market for a risky asset and one risk-free asset with interest rate set to zero. A public release of information takes place at a random time $\tau$, distributed as an exponential random variable with parameter $r$. After the public announcement has been made, the value of the risky asset, denoted by $\tilde{v}$, will be either zero or one, and all positions are liquidated at that price. There is a single informed trader who knows $\tilde{v}$ at date 0. Uninformed (i.e., noise) buy and sell orders arrive as Poisson processes with constant, exogenously given, arrival intensities $\beta$. We denote the order size by $\delta$.

We denote the total number of buy orders by noise traders through time $t$ by $z^+_t$ and the total number of sell orders by noise traders through time $t$ by $z^-_t$, and we set $z_t = z^+_t - z^-_t$. The net number of shares bought by noise traders is then $z_t\delta$. Similarly, we denote the number of informed buys by $x^+_t$, the number of informed sells by $x^-_t$, and the net informed orders by $x_t = x^+_t - x^-_t$. Finally, we denote the number of net noise and informed orders through time $t$ by $y_t$. The process $y$ reveals the complete history of anonymous trades. The $\sigma$-field generated by $\{y_s|s \leq t\}$ is denoted by $\mathcal{F}_t^y$. As usual, we denote the left limit of $y$ at time $t$ by $y_{t-}$. Set $\Delta y_t = y_t - y_{t-}$. If there is a buy order at date $t$ then $\Delta y_t = 1$, and if there is a sell order then $\Delta y_t = -1$. Competition among the market makers implies that any transaction takes place at price $p_t \equiv \mathbb{E}[\tilde{v}|\mathcal{F}_t^y]$. The posted ask and bid prices at time $t < \tau$ are

---

50We also use the notation of Back and Baruch (2004). The model in this appendix is separate from our baseline model, which we present in Section 3 and analyze in the main paper, and notation should not be assumed to have the same meaning across both models.
ask$_t = \mathbb{E}[\tilde{v} | \mathcal{F}^y_{t^-}, \Delta y_t = +1]
\text{bid}_t = \mathbb{E}[\tilde{v} | \mathcal{F}^y_{t^-}, \Delta y_t = -1]

Here, $\mathcal{F}^y_{t^-} \equiv \bigcup_{s < t} \mathcal{F}^y_s$ denotes the information available to the market makers just before time $t$. The informed trader chooses a trading strategy $x$ to maximize

$$\mathbb{E} \left[ \delta \int_0^T [\tilde{v} - \text{ask}_t] dx_t^+ + \delta \int_0^T [\text{bid}_t - \tilde{v}] dx_t^- \bigg| \tilde{v} \right].$$

We direct the reader to Back and Baruch (2004) for additional details.

**One-exchange equilibrium.** Theorem 2 of Back and Baruch (2004) characterizes an equilibrium of this model. In addition, their Figures 1 and 2 illustrate features of that equilibrium, computed numerically for certain parameter values. Table 2, below, extracts from those figures key features of the equilibrium. The outcome variables recorded in the table are the informed trader’s equilibrium profits and the initial quotes set by the market maker. Each of the table’s last four columns corresponding to a different set of parameter values.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$ discount factor</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_0$ prior expectation of $\tilde{v}$</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>$\delta$ order size</td>
<td>3</td>
<td>1</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>$\beta$ noise trader arrival rates</td>
<td>0.05</td>
<td>0.5</td>
<td>12.5</td>
<td>50</td>
</tr>
<tr>
<td>Outcome variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>expected profit</td>
<td>0.06</td>
<td>0.19</td>
<td>0.22</td>
<td>0.25</td>
</tr>
<tr>
<td>bid$_0$</td>
<td>0.02</td>
<td>0.12</td>
<td>0.36</td>
<td>0.42</td>
</tr>
<tr>
<td>ask$_0$</td>
<td>0.98</td>
<td>0.88</td>
<td>0.64</td>
<td>0.58</td>
</tr>
<tr>
<td>Fragmentation cutoff</td>
<td>1.0</td>
<td>1.6</td>
<td>3.0</td>
<td>6.0</td>
</tr>
</tbody>
</table>

The outcome variables are approximations based on Figures 1 and 2 in Back and Baruch (2004).

Back and Baruch (2004) do not assert that this is the unique equilibrium of the model. Nevertheless, it seems to be a natural selection, and it is the unique equilibrium on which they focus their analysis. We therefore proceed under the assumption that this equilibrium is the appropriate benchmark for our analysis.

**Multi-exchange model.** We consider the following multi-exchange adaptation of the Back and Baruch (2004) model. Let $X$ denote the number of exchanges. As in our baseline model of Section 3, we suppose that noise traders choose an exchange on which to transact uniformly at random. Thus, uninformed buy and sell orders arrive to each exchange as Poisson processes with arrival intensities $\beta/X$. The processes $z^+_t, z^-_t, x^+_t, x^-_t, x_t,$ and
are defined as before, with the exception that they are now vector-valued, where each component of the vector corresponds to trading activity on one of the $X$ exchanges. The posted ask and bid prices at time $t < \tau$ at exchange $i$ are

$$\begin{align*}
\text{ask}_i^t &= \mathbb{E}[\tilde{v} | \mathcal{F}_{\tau}^{y}, \Delta y_i^\tau = +1] \\
\text{bid}_i^t &= \mathbb{E}[\tilde{v} | \mathcal{F}_{\tau}^{y}, \Delta y_i^\tau = -1]
\end{align*}$$

where as before, $\mathcal{F}_{\tau}^{y} = \bigcup_{s<\tau} \mathcal{F}_s^{y}$ denotes the information available to the market makers just before time $t$.\textsuperscript{51}

Suppose now that the informed trader is prohibited from trading in waves. In other words, suppose it is a constraint that $\Delta x_t$ can be nonzero in only one dimension. Under this constraint, the model can be solved as in the single-exchange case, and “the benchmark equilibrium” is again as characterized by Back and Baruch (2004). The only difference is that whenever the informed trader decides to trade, he needs to choose an exchange, a choice that he makes uniformly at random.

Our approach will be to argue that this constraint is binding in certain regions of the parameter space. Sufficient for this constraint to be binding would be to show it is profitable for the informed trader to deviate by trading on all $X$ exchanges immediately, and then never trading again. The expected profit of such a deviation is $p_0 \delta X (1 - \text{ask}_0) + (1 - p_0) \delta X (\text{bid}_0 - 0)$. Because this expression diverges as $X \to \infty$, the deviation is profitable if $X$ is sufficiently large. We solve for the smallest value of $X$ that makes this deviation profitable, and we call it the fragmentation cutoff. The last row of Table 2 shows the fragmentation cutoffs corresponding to the four sets of parameter values.

In conclusion, if there is a sufficient amount of fragmentation, then the benchmark equilibrium cannot survive when the constraint against waves is lifted. This indicates that in such cases, equilibrium requires the informed trader to use waves.\textsuperscript{52, 53} In turn, this suggests that the insights delivered by a static model of a single wave may be relevant even though reality is dynamic.

\textsuperscript{51}In summary, market makers are able to update their quotes in response to trades that took place in the past, regardless of the exchange on which those trades took place. They cannot, however, respond in the same instant that a trade is taking place. Moreover, the informed trader is capable of accessing quotes at multiple exchanges in the same instant and therefore before any of the market makers can respond. This is as if latency were deterministic, and positive though infinitesimally small.

\textsuperscript{52}Note that progressively more extreme amounts of fragmentation are required to make this argument as $\delta \to 0$, or as we converge to the “Kyle model” of Back and Baruch (2004, Section 1). This suggests that while fragmentation of this nature might not materially alter equilibrium behavior in Kyle models, it does in Glosten-Milgrom models.

\textsuperscript{53}In addition, several unmodeled forces might further increase the relative attractiveness of waves over intertemporal order splitting, and thereby further intensify this effect. As one example, there might be costs associated with splitting orders over time, which could originate from several sources: (i) discounting, (ii) cognitive costs, (iii) trading algorithm usage fees, etc. As another example, the informed trader might also worry about the possibility of another trader with the same information, in which case prices would move against him more quickly than the theory predicts. An early wave would then become more attractive.
One of these main insights, which our static model delivers, is that informed traders are adversely affected by random latency because it enables order anticipation. It seems intractable to add random latency to this dynamic model. Nevertheless, in the same way that prohibiting the informed trader from using waves is a binding constraint, it would seem that random latency—the effect of which is to make it more difficult for the informed trader to use waves successfully—would adversely affect his profits in a similar way.

**Discussion.** We conclude that equilibrium behavior in our current, effectively static model—namely, that the informed trader attempts to achieve cross-exchange synchronization of his trades—would extend to a dynamic setting. In consequence, the insights generated by our current approach ought to extend in a similar way. While these conclusions hinge upon fragmentation being sufficiently severe, it seems to us that reality is better approximated by that case, for several reasons:

- Trading is quite fragmented today. Between exchanges and alternative trading systems, many stocks are traded on over 30 venues in the United States alone.
- The effort that has been devoted to improving the synchronization of order arrivals is a smoking gun suggestive of the desirability of conducting at least some trading in large waves. One example of such an effort is the smart order router THOR (Aisen et al., 2015), whose development by RBC is chronicled by Lewis (2014).
- Finally, there is evidence that traders do in fact use waves in practice. For instance, 15 percent of all orders included in the dataset of Malinova and Park (2017) occur in waves. The authors also point to institutional differences between Canada and the United States, arguing that their findings may understate the pervasiveness of this phenomenon.

In summary, it is true that traders do “work” large orders over time (à la Kyle, 1985), and our current approach—while parsimonious and tractable—prevents us from modeling that behavior. However, both theoretical and empirical evidence suggest that such traders nevertheless also trade in waves, so that the forces modeled in this paper remain relevant.

### C.7 The Advantage of a Hyperreal Construction of Time

In this appendix, we explain why the results in the main text hinge on the use of hyperreal numbers to index time. As mentioned earlier, our approach is tantamount to working in the limit, as \( N \) goes to infinity, of a sequence of models in which the unit interval is divided into \( N \) discrete time periods. An advantage of this approach is that the equilibrium is stationary, and in particular, the bid-ask spread remains constant at least until the first trade occurs.

To demonstrate that this stationarity is true only in the limit, Appendix C.7.1 analyzes a version of the model with a finite number of time periods, demonstrating where things go awry. Intuitively, only in the limit will the scale of the latency distribution be infinitely smaller than the scale of the distribution governing investor arrival times. In addition to
being a reasonably close approximation of modern trading, this is the crucial feature for delivering a tractable model with a stationary equilibrium. In contrast, when there are only a finite number of time periods, the scales of the two aforementioned distributions necessarily differ by only a finite multiple.

Building on that analysis, Appendix C.7.2 illustrates a sense in which our baseline model, with a hyperfinite number of time periods, truly corresponds to working in the limit of a sequence of finite-period models. This, we believe, highlights that our time construction is neither masking anything suspicious nor introducing anything contrary to the intuitions that would come out of more conventional time constructions. Rather, our approach merely attempts to formalize those very intuitions in a simple and tractable way.

C.7.1 The Finite-Period Model

Given a natural number \( N \geq 3 \), we define a set \( T_N = \{0, \frac{1}{N}, \frac{2}{N}, \ldots, 1\} \). In the baseline model, time periods were indexed by the hyperfinite set \( T \), which can be thought of the limit of \( T_N \) as \( N \) diverges. But in this appendix we consider the alternative version of the model in which time periods are indexed by the finite set \( T_N \).

As in the baseline model, suppose that the minimum latency is \( \frac{1}{N} \) while the maximum latency is \( \frac{3}{N} \). Moreover, suppose that the investor’s arrival time is drawn from the uniform distribution on \( \{0, \frac{1}{N}, \ldots, \frac{N-3}{N}\} \).\(^{54}\) Of particular interest may be the simplest version of this finite model, which is the case of \( N = 3 \). In that special case, the investor always arrives at \( t = 0 \). Orders he sends at \( t = 0 \) arrive at either \( t = \frac{1}{3} \) or \( t = 1 \).

To illustrate the challenges that these models would pose, we analyze the special case in which there are only two exchanges (\( X = 2 \)), HFTs always obtain the minimum latency (\( p_H = 1 \)), and research is costless (\( c(r) \equiv 0 \)). Similar challenges would manifest in more complex cases.

Suppose that liquidity-investors and information-investors continue to behave as in the equilibrium of the baseline model. In particular, each information-investor conducts research with intensity \( r = 1 \) and sends orders to both exchanges immediately upon learning the value of the security. Likewise, each liquidity-investor sends one order to a randomly chosen exchange immediately upon arrival. Given this behavior, we can then derive, for every \( t \in T_N \), the probability that both \( (i) \) no order arrives at either exchange at all times \( s < t \) and \( (ii) \) an information-investor order arrives at a given exchange (say, Exchange 1) at time \( t \). We denote this probability \( P_{i,t}^{l} \). We can also derive the corresponding probability for liquidity-investor orders, which we denote \( P_{l,t}^{l} \).

Under the alternative assumption that the investor’s arrival time is drawn from the uniform distribution on \( T_N \), some of his orders would arrive after market closure. Thus, we instead assume that investors do not arrive in the last three periods of \( T_N \) to ensure that none of the investor’s orders are lost in this way. In the baseline model, we do assume that the investor’s arrival time is drawn from the uniform distribution on the entirety of \( T \), but this is without consequence because orders are lost with only infinitesimal probability.

\(^{54}\)
these probabilities will be the relevant quantities for determining the zero-profit spread.

- For period $t = \frac{1}{N}$ and focusing on the information-investor case, the event in question occurs if and only if the investor is an information-investor (which occurs with probability $\lambda$), who arrives at time 0 (which occurs with probability $\frac{1}{N-2}$), and who obtains a short latency draw for his order sent to the given exchange (which occurs with probability $p_I$). Given the independence of these events, $P_{N,t}^i = \frac{\lambda}{N-2} p_I$.

For period $t = \frac{1}{N}$ and focusing on the liquidity-investor case, the event in question occurs if and only if the investor is a liquidity-investor (which occurs with probability $1 - \lambda$), who arrives at time 0 (which occurs with probability $\frac{1}{N-2}$), who has the given exchange as his home exchange (which occurs with probability $\frac{1}{2}$), and who obtains a short latency draw for his order (which occurs with probability $p_I$). Thus, $P_{N,t}^l = \frac{1 - \lambda}{2(N-2)} p_I$.

If $N > 3$, then these same probabilities apply to period $t = \frac{2}{N}$ as well. If $N = 3$, then these probabilities are both zero for period $t = \frac{2}{3}$.

- For periods $t \in \{ \frac{3}{N}, \frac{4}{N}, \ldots, \frac{N-2}{N} \}$ and focusing on the information-investor case, the event in question can occur in either of two ways. First, it occurs if the investor is an information-investor (which occurs with probability $\lambda$), who arrives at time $t - \frac{3}{N}$ (which occurs with probability $\frac{1}{N-2}$), and who obtains long latency draws for both orders that he sends (which occurs with probability $(1 - p_I)^2$). Second, it occurs if the investor is an information-investor (which occurs with probability $\lambda$), who arrives at time $t - \frac{1}{N}$ (which occurs with probability $\frac{1}{N-2}$), and who obtains a short latency draw for his order sent to the given exchange (which occurs with probability $p_I$). Thus, $P_{N,t}^i = \frac{\lambda}{N-2} \left( (1 - p_I)^2 + p_I \right)$.

For periods $t \in \{ \frac{3}{N}, \frac{4}{N}, \ldots, \frac{N-2}{N} \}$ and focusing on the liquidity-investor case, the event in question can occur in either of two ways. First, it occurs if the investor is a liquidity-investor (which occurs with probability $1 - \lambda$), who arrives at time $t - \frac{3}{N}$ (which occurs with probability $\frac{1}{N-2}$), who has the given exchange as his home exchange (which occurs with probability $\frac{1}{2}$), and who obtains a long latency draw for his order (which occurs with probability $1 - p_I$). Second, it occurs if the investor is a liquidity-investor (which occurs with probability $1 - \lambda$), who arrives at time $t - \frac{1}{N}$ (which occurs with probability $\frac{1}{N-2}$), who has the given exchange as his home exchange (which occurs with probability $\frac{1}{2}$), and who obtains a short latency draw for his order (which occurs with probability $p_I$). Thus, $P_{N,t}^l = \frac{1 - \lambda}{2(N-2)} (1 - p_I)$.

- For period $t = 1$ and focusing on the information-investor case, the event in question occurs if and only if the investor is an information-investor (which occurs with probability $\lambda$), who arrives at time $\frac{N-3}{N}$ (which occurs with probability $\frac{1}{N-2}$), and who obtains long latency draws for both orders that he sends (which occurs with probability $(1 - p_I)^2$). Thus, $P_{N,t}^i = \frac{\lambda}{N-2} (1 - p_I)^2$.
For period $t = 1$ and focusing on the liquidity-investor case, the event in question occurs if and only if the investor is a liquidity-investor (which occurs with probability $1 - \lambda$), who arrives at time $\frac{N-3}{N}$ (which occurs with probability $\frac{1}{N-2}$), who has the given exchange as his home exchange (which occurs with probability $\frac{1}{2}$), and who obtains a long latency draw for his order (which occurs with probability $1 - p_I$). Thus, $P_{N,t} = \frac{1-\lambda}{2(N-2)}(1 - p_I)$.

If $N > 3$, then these same probabilities apply to period $t = \frac{N-1}{N}$ as well. If $N = 3$, then, as above, these probabilities are both zero for period $t = \frac{2}{3}$.

For the purposes of this appendix, suppose that when an exchange receives multiple orders simultaneously, any orders sent by HFTs are processed first. (In the baseline model, such ties between HFTs and investors do not arise with positive probability on path, but they may occur here.) Suppose also that HFTs continue to behave as in the equilibrium of the baseline model. In particular, because there are only two exchanges, snipers send no orders. Given these assumptions and the earlier assumption that $p_H = 1$, when liquidity providers set their quotes for a time $t$, they need only consider orders that may arrive from liquidity-investors or information-investors at that time $t$. They needn’t consider investor orders that might arrive after time $t$ because they will be able to update their quotes again after the period, and they needn’t consider sniper orders because no such orders are sent.

As in equilibrium of the baseline model, liquidity providers cancel their quotes after a trade takes place. Thus, the relevant spread for time $t$ is the one that prevails conditional on no trade having taken place in any earlier time period. As in the baseline, this spread, which we denote $s_{N,t}$, is pinned down by a zero-profit condition, which in this case is\footnote{To clarify, the probabilities needed to formulate this zero-profit condition are conditional ones: the probability that an information-investor order (or a liquidity-investor order) arrives at a given exchange at time $t$ conditional on no order having arrived at either exchange at all times $s < t$. But because the conditioning event is the same in both cases, we can multiply through by its probability, so that $P_{N,t}^i$ and $P_{N,t}^l$ become the relevant probabilities.}

$$\frac{s_{N,t}}{2}P_{N,t}^l = \left(1 - \frac{s_{N,t}}{2}\right)P_{N,t}^i.$$ 

For the cases in which $N > 3$, we therefore have

$$s_{N,t} = \begin{cases} 
\frac{4\lambda}{1 + \lambda[p_I + (1 - p_I)^2]} & \text{if } t \in \left\{ \frac{1}{N}, \frac{2}{N} \right\} \\
\frac{1 - \lambda + 2\lambda[p_I + (1 - p_I)^2]}{4\lambda(1 - p_I)} & \text{if } t \in \left\{ \frac{3}{N}, \frac{4}{N}, \ldots, \frac{N-2}{N} \right\} \\
\frac{1 - \lambda}{(1 - \lambda) + 2\lambda(1 - p_I)} & \text{if } t \in \left\{ \frac{N-1}{N}, 1 \right\}
\end{cases}$$

For the case in which $N = 3$, the expression is the same except that $s_{3,2/3}$ is undefined. Crucially, the break-even spread $s_{N,t}$ is not constant in $t$, but rather declines over time (as depicted in Figure 7 for the case in which $\lambda = 0.5$ and $p_I = 0.75$).
The intuition for why $s_{N,t}$ fails to be constant is most clearly seen in the case of $N = 3$, in which case the investor sends orders only at $t = 0$. Because a liquidity-investor sends a single order, while an information-investor sends multiple orders at once, an information-investor’s minimum latency (where the minimum is taken across the orders he sends) is first-order stochastically dominated by a liquidity-investor’s latency. Thus, when no order arrives at either exchange at $t = \frac{1}{3}$, that is a signal that the investor is more likely to be liquidity-motivated, which causes the liquidity provider to set a tighter spread at $t = 1$. However, this inference fundamentally depends on the liquidity provider’s knowledge that investor orders are sent precisely at the time $t = 0$. In practice, traders would not possess such knowledge and would therefore be unable to make such inferences. Removing the ability of traders to make these unrealistic inferences is exactly what is accomplished in the model by increasing $N$.

In summary, we have illustrated that when time periods are indexed by the finite set $\mathcal{T}_N$, the spread $s_{N,t}$ will no longer be constant in $t$. We therefore lose the tractability of a stationary equilibrium. This is true even in the simple parametrization of the model considered above (with $X = 2$, $p_H = 1$, and $c(r) \equiv 0$). Further complications and challenges arise outside of that special case.

C.7.2 Convergence

As $N$ diverges, $s_{N,t}$ converges to a constant—namely, to the equilibrium spread of the baseline model, $s^*_{LOB}$—in the pointwise almost everywhere sense depicted in Figure 7. At its core, what increasing $N$ does is to make the scale of the latency distribution progressively smaller relative to the scale of the distribution governing investor arrival times. Because latencies are in fact incredibly small in practice—on the order of microseconds—very large values of $N$ are the most realistic. At these large values, $s_{N,t}$ is very nearly constant, so that the challenges stemming from its failure to be perfectly constant would seem to be merely a sideshow that distracts from the economic forces on which we are trying to focus. To sidestep these distractions, our approach is to work directly in the limit, where the spread is perfectly constant and these challenges do not arise.
Figure 7: Break-even spreads for finite time periods

![Break-even spreads for finite time periods](image)

The figure plots the break-even spread $s_{N,t}$, which is defined in the text, over times $t \in T_N$ for different finite values of $N$ for the special case in which $X = 2$, $p_H = 1$, $c(r) \equiv 0$, $\lambda = 0.5$, and $p_I = 0.75$.

C.7.3 Alternative Trading Mechanisms

This analysis above focuses on one difficulty that would arise without a hyperreal construction of time. However, a second difficulty is that alternatives to the hyperreal construction do not lend themselves as easily to clean formalizations of the alternative trading mechanisms that we consider. The hyperreal numbers contain infinitesimals that are infinitely larger than $\varepsilon$ (e.g., $\sqrt{\varepsilon}$). And in modeling NDs and FBAs, we currently leverage the existence of such quantities to deliver a clean analysis. In alternative modeling approaches, analogues of these quantities would be unavailable. We would then be forced to deal with inelegant distractions similar to those highlighted by the analysis above, in Appendix C.7.1.
C.8 Extension: Large Liquidity-Investors

In the baseline model, each liquidity-investor seeks to trade just a single share, and each attempts to do so by trading on only a single exchange, his “home exchange.” In this appendix, we consider a version of the model in which liquidity-investors are heterogeneous in the number of shares that they seek to trade and in which larger liquidity-investors split their orders across exchanges. We characterize the limit order book equilibrium in this setting, and we argue that the equilibrium is qualitatively similar to the equilibrium that we derive in our baseline analysis. In particular, both passive-side and aggressive-side order anticipation remain features of that equilibrium.

We enrich the model by supposing that the investor may be one of three types (whereas only two types were possible in the baseline model):

- An information-investor, with probability $\lambda$. This type is identical to what we referred to in the baseline model as the information-investor type.

- A small liquidity-investor, with probability $(1-\lambda)\alpha$. This type is identical to what we referred to in the baseline model as the liquidity-investor type. In particular, the investor would have a liquidity demand that is satisfied by trading a single share. The investor would have a single “home exchange” that is chosen uniformly at random from the set of exchanges, and would be restricted to sending orders only to that exchange.

- A large liquidity-investor, with probability $(1-\lambda)(1-\alpha)$. This type is identical to what we referred to in the baseline model as the liquidity-investor type, but with the following exceptions. The investor would have a liquidity demand that is satisfied by trading two shares. The investor would have two “home exchanges” that are drawn uniformly at random (without replacement) from the set of exchanges, and would be restricted to sending orders only to those exchanges.

To make our analysis of this extension tractable, we assume the following parametric restrictions. Research is costless (i.e., $c(r) \equiv 0$). HFTs always obtain the lowest latency (i.e., $p_H = 1$). There are at least three exchanges (i.e., $X \geq 3$). The exact nature of the equilibrium depends on the parameters and falls into one of two cases.

C.8.1 Case A

In the first case, $\alpha$ is close to one, so that the model is close to a special case of the baseline model. Consistent with that, the equilibrium resembles the equilibrium of the baseline model. In particular, snipers initiate aggressive-side order anticipation after two or more trades take place. In terms of the yet-to-be-specified quantities $(s^*_{A,1}, s^*_{A,2})$, we conjecture that (and subsequently check whether) the following profile of strategies constitutes an equilibrium. As will become clear, $s^*_{A,1}$ should be interpreted as the initial spread. And $s^*_{A,2}$ should be interpreted as the “updated spread” that arises in the event that only one trade takes place.
in the period that the first trade occurs.

- **Investor.** If he is a small liquidity-investor with a buying (selling) motive, then he sends to his home exchange an immediate-or-cancel order to buy (sell) one share at the price \(\beta (-\beta)\).

If he is a large liquidity-investor with a buying (selling) motive, then he sends to each of his two home exchanges an immediate-or-cancel order to buy (sell) one share at the price \(\beta (-\beta)\).

If he is an information-investor, then he conducts research with intensity \(r = 1\). If he learns the value of the security to be \(v = 1 (v = -1)\), then he sends to each exchange an immediate-or-cancel order to buy (sell) one share at the price 1 (−1).

- **Liquidity providers.** One liquidity provider is active on the equilibrium path (“the liquidity provider”). At time \(t = 0\), she sends to each exchange a post-only order to buy one share at the bid \(-s_{A,1}^*/2\) and another to sell one share at the ask \(s_{A,1}^*/2\). If at any time \(t\) a trade occurs at the ask (bid) at exactly one exchange, then she sends replacement orders for all her remaining orders to sell (buy) at the price \(s_{A,2}^*/2 (-s_{A,2}^*/2)\), and she sends cancellations for all her orders to buy (sell). If by any time \(t\) two or more trades have occurred, then she sends cancellations for all her remaining orders.

A second liquidity provider who is inactive on path but may be active off path is referred to as “the enforcer.” If at some time \(t \geq 3\varepsilon\) prior to which no trade has occurred, the LOB at some exchange consists of anything other than a post-only order to buy one share at the bid \(-s_{A,1}^*/2\) and another to sell one share at the ask \(s_{A,1}^*/2\), then she sends such orders to that exchange, doing so in that same period. And if at some time \(t \geq 3\varepsilon\) for which at time \(t - \varepsilon\) a trade occurred at the ask (bid) at exactly one exchange, the LOB at some exchange consists of anything other than a post-only order to sell (buy) at the price \(s_{A,2}^*/2 (-s_{A,2}^*/2)\), then she sends such orders to that exchange.

The remaining liquidity providers remain completely inactive both on and off path.

- **Snipers.** If by any time \(t\), trades have occurred at the ask (bid) at two or more exchanges, then each sniper sends to all other exchanges an immediate-or-cancel order to buy (sell) one share at the price 1 (−1), doing so in that same period.

Crucially, given these conjectured equilibrium strategies, both passive-side and aggressive-side order anticipation occur in this alternative model. In what follows, we derive expressions for the quantities \((s_{A,1}^*, s_{A,2}^*)\), and we derive restrictions on the parameters—which we express as a lower bound on \(\alpha\)—under which the conjectured strategies do indeed constitute an equilibrium.

We begin by using Bayes’ rule to derive the beliefs that HFTs must possess if the above conjecture about strategies constitutes a WPBE. In particular, we compute their expectation...
of the value of the security in the time period in which the first trade occurs. We define $V_n$ as the expectation of the value of the security, under HFT beliefs in the time period in which the first trade occurs, conditional on a trade occurring at the ask at exactly $n$ exchanges in that period. Under these conjectured strategies, Bayes’ rule implies that HFTs must have the following beliefs:

$$V_n = \begin{cases} 
\frac{\lambda X p_t (1 - p_t)^{X-1}}{\lambda X p_t (1 - p_t)^{X-1} + (1 - \lambda) \alpha + (1 - \lambda)(1 - \alpha)2p_t (1 - p_t)} & \text{if } n = 1 \\
\frac{\lambda X p_t (1 - p_t)^{X-1} + (1 - \lambda) \alpha + (1 - \lambda)(1 - \alpha)2p_t (1 - p_t)}{\lambda X (X-1) p_t^2 (1 - p_t)^{X-2}} & \text{if } n = 2 \\
\frac{\lambda X (X-1) p_t^2 (1 - p_t)^{X-2} + (1 - \lambda)(1 - \alpha) p_t^2}{1} & \text{if } n \geq 3 
\end{cases} \quad (24)$$

Given that the asset value distribution is symmetric about zero, it is the case that for the case of trades at the bid, beliefs are the negative of the aforementioned.

The next step is to derive the zero-profit condition that will pin down the initial spread $s^*_{A,1}$. That condition can be built up from the following three cases:

- First, suppose the investor is a small liquidity-investor. Then the investor always completes exactly one trade at the initial quotes. Snipers initiate no additional trades.

- Second, suppose the investor is a large liquidity-investor. Then the investor completes two trades at the initial quotes with probability $p_t^2 + (1 - p_t)^2$ and completes one trade at the initial quotes with probability $2p_t (1 - p_t)$. He therefore completes $2p_t + 2(1 - p_t)^2$ such trades in expectation. Snipers initiate trades only in the event that the investor completes two trades, in which case they complete an additional $X - 2$ trades at the initial quotes. They therefore complete $(X - 2)(p_t^2 + (1 - p_t)^2)$ such trades in expectation.

- Third, suppose the investor is an information-investor. Then just as in the baseline model, the investor completes $X p_t + X(1 - p_t)^X$ trades at the initial quotes in expectation. And just as in the baseline model, snipers complete an additional $X(1 - p_t) - X(1 - p_t)^X - (X - 1)X p_t (1 - p_t)^{X-1}$ such trades in expectation.

Thus, the zero-profit condition for the initial spread $s^*_{A,1}$ is

$$\begin{align*}
(1 - \lambda)\alpha \frac{s^*_{A,1}}{2} + (1 - \lambda)(1 - \alpha) \left[ 2p_t + 2(1 - p_t)^2 + (X - 2)(p_t^2 + (1 - p_t)^2) \right] \frac{s^*_{A,1}}{2} \\
= \lambda \left[ X - (X - 1)X p_t (1 - p_t)^{X-1} \right] \left( 1 - \frac{s^*_{A,1}}{2} \right).
\end{align*}$$

Solving that for the spread, we obtain

$$s^*_{A,1} = \frac{2X \left( \lambda - (X - 1) \lambda p_t (1 - p_t)^{X-1} \right)}{(X - 1)\alpha \lambda - 2((X - 1)\alpha - ((X - 1)\alpha - X + 1)\lambda - X + 1)p_t - (X - 1)\alpha - ((X - 1)\alpha - X + 1)\lambda - 2(X - 1)\alpha + 2((X - 1)\alpha - X + 1)\lambda + 2X - 2)p_t + X}.$$
to the situation in which exactly two trades occur in the time period in which the first trades take place—requires that \( \frac{s_{A,1}}{2} \leq V_2 \). Plugging in and rearranging, we obtain a lower bound on the fraction of small liquidity-investors: \( \alpha \geq \bar{\alpha} \), where

\[
\bar{\alpha} = \frac{2(1-\alpha)(1-p_I)X^2 - 2(2(1-p_I)^2(1-\alpha)(1-p_I)X^2 - 2)\lambda}{2(1-\alpha)(1-p_I)X^2 + 2(2(1-p_I)^2(1-\alpha)(1-p_I)X^2 - 2)\lambda}.
\]

It only remains to derive the “updated spread” \( s_{A,2}^* \), which arises in the event that only one trade takes place in the period that the first trade occurs. To build up the zero-profit condition that pins it down, we again consider three cases:

- First, suppose the investor is a small liquidity-investor. In that case, he will not trade against the updated quotes.
- Second, suppose the investor is a large liquidity-investor. In that case, he will trade one share against the updated quotes in the event that he traded exactly one share against the initial quotes. From above, that event occurs with probability \( 2p_I(1-p_I) \).
- Third, suppose the investor is an information-investor. In that case, he will trade \( X-1 \) shares against the updated quotes in the event that he traded exactly one share against the initial quotes. That event occurs with probability \( Xp_I(1-p_I)^2 \).

And in all cases, snipers will not trade against the updated quotes. Thus, the zero-profit condition for the updated spread \( s_{A,2}^* \) is

\[
(1-\lambda)(1-\alpha)2p_I(1-p_I)\frac{s_{A,2}^*}{2} = \lambda Xp_I(1-p_I)^2(X-1)\left(1 - \frac{s_{A,2}^*}{2}\right).
\]

Solving for the spread yields

\[
s_{A,2}^* = \frac{2(X^2 - X)\lambda(1-p_I)^X}{(X^2 - X)\lambda(1-p_I)^X + 2(\alpha - 1)\lambda - 2((\alpha - 1)\lambda - \alpha + 1)p_I - 2\alpha + 2}.
\]

### C.8.2 Case B

In the second case, \( \alpha \) is further from one, and the equilibrium is somewhat different from above. In particular, snipers wait for a stronger signal of informed trading before initiating aggressive-side order anticipation—they now wait until after \( \text{three} \) or more trades take place. In terms of the yet-to-be-specified quantities \( (s_{B,1}^*, s_{B,2}^*) \), we conjecture that (and subsequently check whether) the following profile of strategies constitutes an equilibrium. As before, \( s_{B,1}^* \) should be interpreted as the initial spread. And \( s_{B,2}^* \) should be interpreted as the “updated spread” that arises in the event that only one trade takes place in the period that the first trade occurs.

The strategies for the investor and the liquidity providers are identical to those in Case A. However, those for snipers differ:

- **Snipers.** If by any time \( t \), trades have occurred at the ask (bid) at three or more exchanges,
then each sniper sends to all other exchanges an immediate-or-cancel order to buy (sell) one share at the price 1 (-1), doing so in that same period.

Crucially, given these conjectured equilibrium strategies, both passive-side and aggressive-side order anticipation occur in this alternative model. There may be less aggressive-side order anticipation than in our baseline analysis for the reason that snipers now require stronger signals to react, but some amount of order anticipation would nevertheless continue to take place (at least when there are four or more exchanges). In what follows, we derive expressions for the quantities \((s_{B,1}^*, s_{B,2}^*)\), and we derive restrictions on the parameters—which we express as an upper bound on \(\alpha\)—under which the conjectured strategies do indeed constitute an equilibrium.

The beliefs of HFTs are identical to those specified by equation (24) in Case A. The next step is to derive the zero-profit condition that will pin down the initial spread \(s_{B,1}^*\). That condition can be built up from the following three cases:

- First, suppose the investor is a small liquidity-investor. Then the investor always completes exactly one trade at the initial quotes. Snipers initiate no additional trades.
- Second, suppose the investor is a large liquidity-investor. Then the investor completes two trades at the initial quotes with probability \(p_I^2 + (1 - p_I)^2\) and completes one trade at the initial quotes with probability \(2p_I(1 - p_I)\). He therefore completes \(2p_I + 2(1 - p_I)^2\) such trades in expectation. Snipers initiate no additional trades.
- Third, suppose the investor is an information-investor. Then just as in the baseline model, the investor completes \(Xp_I + X(1 - p_I)^X\) trades at the initial quotes in expectation. And snipers complete an additional \(X - Xp_I - X(1 - p_I)^X - (X - 1)Xp_I(1 - p_I)^{X-1} - (X - 2)\frac{X(X-1)}{2}p_I^2(1 - p_I)^{X-2}\) such trades in expectation.

Thus, the zero-profit condition for the initial spread \(s_{B,1}^*\) is

\[
(1 - \lambda)\alpha \frac{s_{B,1}^*}{2} + (1 - \lambda)(1 - \alpha) \left[2p_I + 2(1 - p_I)^2\right]\frac{s_{B,1}^*}{2} = \lambda \left[X - (X - 1)Xp_I(1 - p_I)^{X-1} - (X - 2)\frac{X(X-1)}{2}p_I^2(1 - p_I)^{X-2}\right] \left(1 - \frac{s_{B,1}^*}{2}\right).
\]

Solving for the spread, we obtain

\[
s_{B,1}^* = \frac{2\left((X^3 - 3X^2 + 2X)p_I^2(1 - p_I)^{X-2} + 2(X^2 - X)p_I(1 - p_I)^{X-1} - 2Xp_I(1 - p_I)^{X-2} - 2Xp_I^2(1 - p_I)^{X-1}\right)}{((X^3 - 3X^2 + 2X)p_I^2(1 - p_I)^{X-2} + 2(X^2 - X)p_I(1 - p_I)^{X-1} + 2(\alpha - \alpha)\lambda - 2\alpha + 2)p_I(1 - p_I)^{X-1}}.
\]

On top of that, optimality of sniper strategy—in particular, optimality of their response to the situation in which exactly two trades occur in the time period in which the first trades take place—requires that \(\frac{s_{B,1}^*}{2} \geq V_2\). Plugging in and rearranging, we obtain an upper bound on the fraction of small liquidity-investors: \(\alpha \leq \tilde{\alpha}\), where \(\tilde{\alpha}\) is as defined in (25). Recall that in Case A, the necessary parametric restriction was just the opposite: \(\alpha \geq \tilde{\alpha}\). Thus, for any
set of parameter values, either the Case A strategies or the Case B strategies constitute a WPBE.

It remains to derive the updated spread $s^*_{B,2}$. Given that snipers do not trade against these updated quotes and that strategies for the remaining traders are identical to those of Case A, the zero-profit condition for the updated spread is, as above,

$$(1 - \lambda)(1 - \alpha)2p_I(1 - p_I)\frac{s^*_{B,2}}{2} = \lambda X p_I(1 - p_I)^{X-1}(X - 1)\left(1 - \frac{s^*_{B,2}}{2}\right).$$

Therefore, $s^*_{B,2} = s^*_{A,2}$, as defined in equation (26).

### C.9 Extension: Risk-Averse Information-Investor

In this appendix we study equilibrium behavior in the case of a risk-averse information-investor. Relative to our baseline analysis, the primary difference is that such an investor, conditional on learning the security value, may send orders to a strict subset of the exchanges (and in fact, he may randomize over the cardinality of that set). This is in contrast to the baseline of risk neutrality in which information-investors send orders to all $X$ exchanges. But aside from this, the LOB equilibrium remains similar to our baseline analysis (as described in Section 4), and most of its qualitative features remain intact. In particular, aggressive-side and passive-side order anticipation continue to occur on path. Finally, numerical experimentation suggests that the main comparative static continues to hold: when $p_H$ increases, so that HFTs become faster, the spread weakly decreases.

#### C.9.1 Model and Equilibrium

For the purposes of this appendix, we modify our setting in the following way. Let $u$ be the utility function of information-investors. In contrast to our baseline analysis, we will not assume $u$ to be linear. Another modification is that we will allow for the possibility that successful research results in obtaining only an imperfect signal of the value of the security. Let the security value be $v = \bar{v} + \varepsilon$. As before, if an information-investor conducts research with intensity $r$, then he learns $\bar{v} \sim \text{unif}\{-1, 1\}$ with probability $r$ and learns no information otherwise. He does not, however, learn $\varepsilon$. This additional price risk has no effect under risk neutrality, but it may become relevant under risk aversion, which is why we allow for it here. Whereas we allow shares to be divisible in our baseline analysis, we require them to be indivisible for the purposes of this appendix. This will simplify some of the derivations without significantly altering the qualitative insights that come out of this analysis.

Let $\Delta$ denote the set of probability distributions over $\{0, 1, 2, \ldots, X\}$. A typical element of $\Delta$ will be denoted $\xi = (\xi_0, \xi_1, \xi_2, \ldots, \xi_X)$. In terms of the yet-to-be-specified quantities $(s^*, r^*, \xi^*)$—where $s^* \in [0, \infty)$, $r^* \in [0, 1]$, and $\xi^* \in \Delta$—we conjecture that (and subsequently check whether) the following profile of strategies constitutes an equilibrium.

- **Investor.** If he is a liquidity-investor with a buying (selling) motive, then he sends to his...
home exchange an immediate-or-cancel order to buy (sell) one share at the price $\beta (-\beta)$.

If he is an information-investor, then he conducts research with intensity $r^*$. If he learns the value of the security to be $\tilde{v} = 1 (\tilde{v} = -1)$, then he draws a number $y \in \{0, 1, 2, \ldots, X\}$ from the distribution $\xi^*$. Given this realization, he chooses $y$ exchanges uniformly at random and sends to each of them an immediate-or-cancel order to buy (sell) one share at the price $1 (-1)$. He sends no orders if he does not learn $\tilde{v}$.

- **Liquidity providers.** One liquidity provider is active on the equilibrium path (“the liquidity provider”). At time $t = 0$, she sends to each exchange a post-only order to buy one share at the bid $-s^*/2$ and another to sell one share at the ask $s^*/2$. If at any time $t$ one or more trades occur, then she sends cancellation orders for all her remaining orders, doing so in that same period.

A second liquidity provider who is inactive on path but may be active off path is referred to as “the enforcer.” If at some time $t \geq 3\varepsilon$ prior to which no trade has occurred, the LOB at some exchange consists of anything other than a post-only order to buy one share at $-s^*/2$ and a post-only order to sell one share at $s^*/2$, then she sends such orders to that exchange, doing so in that same period.

The remaining liquidity providers remain completely inactive both on and off path.

- **Snipers.** If at any time $t$ trades occur at the ask (bid) at two or more exchanges, then each sniper sends to all other exchanges an immediate-or-cancel order to buy (sell) one share at the price $1 (-1)$, doing so in that same period.

Just as in the baseline of risk neutrality, two conditions must be satisfied for the above to constitute an equilibrium: (i) information-investor optimization and (ii) a zero-profit condition for spread. Below, we characterize what is entailed by these two conditions. Relative to the baseline, the primary difference is that an information-investor’s choice of the number of exchanges to target now becomes non-trivial. Under risk neutrality as in the baseline model, it is optimal to target all exchanges—in terms of the above notation, to choose $\xi^* = (0, 0, 0, \ldots, 1)$. But under risk aversion, this might no longer be optimal.

To proceed, we begin by defining $p_y(f)$ as the probability that an investor who sends $y$ orders receives $f$ fills, given the aforementioned behavior of the other traders. In the case of $y > 1$, $p_y(f)$ is as follows:

$$p_y(f) = \begin{cases} yp_I(1 - p_I)^{y-1}p_H^{y-1} & \text{if } f = 1 \\ \binom{y}{f}p_I^f(1 - p_I)^{y-f} + yp_I(1 - p_I)^{y-1}(1 - p_H)f^{-1}p_H^{y-f} & \text{if } f < y \\ (1 - p_I)^y + p_I^y + yp_I(1 - p_I)^{y-1}(1 - p_H)^y & \text{if } f = y \\ 0 & \text{otherwise} \end{cases}$$

And in the trivial cases, we have $p_0(0) = p_1(1) = 1$.

The first requirement for equilibrium derives from a zero-profit condition that the spread
must satisfy. The implied restriction takes essentially the same form as in the baseline model, although it is not precisely identical unless $\xi^* = (0, 0, 0, \ldots, 1)$.

$$
\sum_{y=0}^{X} \xi^*_y \left[ (1 - \lambda) \frac{s^*}{2} - \lambda r^* \left( \bar{X}_S(y) + \bar{X}_I(y) \right) \left( 1 - \frac{s^*}{2} \right) \right] = 0 \quad (27)
$$

where

$$
\bar{X}_I(y) = \sum_{f=0}^{y} f p_y(f)
$$

$$
\bar{X}_L(y) = \begin{cases} 
X - 1 & \text{if } y = 1 \\
yp_I(1 - p_I)^{y-1} \left[ p_H(X - 1) + p_H^{y-1}(1 - p_H)(X - y) \right] & \text{otherwise}
\end{cases}
$$

$$
\bar{X}_S(y) = \begin{cases} 
0 & \text{if } y = 0 \\
X - \bar{X}_I(y) - \bar{X}_L(y) & \text{otherwise}
\end{cases}
$$

Echoing notation used in the baseline analysis, $\bar{X}_I(y)$ and $\bar{X}_S(y)$ represent the expected number of trades made by an information-investor and snipers, respectively, conditional on an information-investor sending orders to $y$ exchanges. In addition, we use $\bar{X}_L(y)$ for the expected number of cancellations made by the liquidity provider conditional on an information-investor sending orders to $y$ exchanges. Intuition for the expressions for these three quantities is as follows:

- From the definition of $p_y(f)$, it follows that $\bar{X}_I(y) = \sum_{f=0}^{y} f p_y(f)$.

- Given the strategy profile delineated above, it follows that $\bar{X}_L(1) = X - 1$. In all other cases, the liquidity provider is successful in cancelling orders only in the event that exactly one of the information-investor’s $y$ orders receives a short latency draw, which occurs with probability $yp_I(1 - p_I)^{y-1}$. Conditional on that event, the liquidity provider is successful in cancelling at one of the remaining $X - 1$ exchanges if she obtains a short latency draw for the cancellation order sent there, resulting in $p_H(X - 1)$ cancellations in expectation. Finally, $p_H^{y-1}(1 - p_H)(X - y)$ is a correction term to account for the fact that, if the liquidity provider obtains short latency draws for all of the remaining $y - 1$ exchanges targeted by the information-investor, then she also successfully cancels at all the $X - y$ other exchanges (even those for which she obtains high latency draws).

- Given the strategy profile delineated above, it follows that $\bar{X}_S(0) = 0$ and that for $y > 0$, $\bar{X}_I(y) + \bar{X}_L(y) + \bar{X}_S(y) = X$.

The second requirement for equilibrium is that the information-investor optimally chooses $r$ and $\xi$, taking the spread $s^*$ as given, namely
\((r^*, \xi^*) \in \arg \max_{r \in [0,1], \xi \in \Delta} \mathbb{E}\left\{ r \sum_{y=0}^{X} \xi_y \sum_{f=0}^{y} p_y(f) u\left( f \left[ 1 + \varepsilon - \frac{s^*}{2} \right] - c(r) \right) + (1 - r) u(-c(r)) \right\}, \tag{28}\)

where the expectation is taken over \(\varepsilon\). Given the above, the aforementioned strategy profile constitutes an equilibrium if the tuple \((r^*, \xi^*, s^*)\) is a solution to the system \((27)\) and \((28)\).

### C.9.2 Numerical Example

For the purposes of what follows, we assume that research is costless, i.e., that \(c(r) \equiv 0\). Note that the objective \((28)\) then becomes linear in \(r\). Moreover, it evaluates to \(u(0)\) not only for a choice of \(r = 0\) but also for a choice of \(\xi = (1, 0, \ldots, 0)\). For these reasons, it is essentially without loss to focus on solutions in which \(r^* = 1\), in which case \((28)\) reduces to

\[\xi^* \in \arg \max_{\xi \in \Delta} \mathbb{E}\left\{ \sum_{y=0}^{X} \xi_y \sum_{f=0}^{y} p_y(f) u\left( f \left[ 1 + \varepsilon - \frac{s^*}{2} \right] \right) \right\}. \tag{29}\]

In what follows, we describe a procedure that allows one to solve for an equilibrium that is pure (in the sense that \(\xi^*\) is degenerate) if one exists. We then illustrate with a parametrized example. Further below, we describe a procedure that allows one to solve for an equilibrium in mixed strategies (in the sense that \(\xi^*\) is non-degenerate) when a pure equilibrium fails to exist, and we illustrate with the same parametrized example.

**Pure strategy equilibria.** We begin by searching for pure strategy equilibria. In these equilibria, the information-investor chooses a degenerate distribution \(\xi^*\), which puts all weight on a single \(y^* \in \{0, 1, 2, \ldots, X\}\). In that case, the problem of finding an equilibrium reduces to finding a pair \((y^*, s^*)\), where \(s^*\) is derived from \(y^*\) through \((27)\) and where \(y^*\) is a fixed point of the equation obtained by plugging \((27)\) into \((29)\):

\[y^* \in \arg \max_{y \in \{0,1,2,\ldots, X\}} \mathbb{E}\left\{ \sum_{f=0}^{y} p_y(f) u\left( f \left[ 1 - \frac{1 - \lambda}{1 - \lambda + \lambda r^* (X_I(y^*) + X_S(y^*))} + \varepsilon \right] \right) \right\}. \tag{30}\]

The objective of this maximization can be interpreted as an information-investor’s expected utility derived by deviating to a choice of \(y\) from a putative equilibrium involving a choice of \(y^*\). The desired fixed points of \((30)\) can be derived using a guess-and-verify approach.

Next, we illustrate this guess-and-verify approach in Figure 8, under the following parametric assumptions: (i) \(u(w) = -\exp(-\gamma w)\), so that \(\gamma\) represents the coefficient of absolute risk aversion, (ii) \(\varepsilon \sim \mathcal{N}(0, 1)\), (iii) \(\lambda = 0.3\), (iv) \(X = 3\), (v) \(p_H = 1\), (vi) and \(p_I = 0.5\). But to illustrate the effects of risk aversion, we leave \(\gamma\) unrestricted. The objective in \((30)\) now reduces to

\[U_\gamma(y | y^*) = \sum_{f=0}^{y} p_y(f) \left[-\exp\left( \frac{-0.7\gamma f}{0.7 + 0.3(X_I(y^*) + X_S(y^*))} + \frac{\gamma^2 f^2}{2} \right) \right], \tag{31}\]

and, in terms of this notation, \((30)\) can be written as \(y^* \in \arg \max_y U_\gamma(y | y^*)\). The four panels of Figure 8 correspond to different guesses of \(y^*\). For example, panel (c) is based on
the guess \( y^* = 2 \). In that panel, when \( \gamma = 0.5 \), utility is highest when \( y = 2 \), which establishes that we indeed have an equilibrium with \( y^* = 2 \) when \( \gamma = 0.5 \). The figure also reveals that, in this case, \( y^* \) depends on \( \gamma \) in the following way:

\[
y^* = \begin{cases} 
3 & \text{if } \gamma \in (0, 0.235] \\
2 & \text{if } \gamma \in [0.249, 0.359] \\
1 & \text{if } \gamma \in [0.467, 1.400] \\
0 & \text{if } \gamma \in [2.000, \infty) 
\end{cases}
\]  \tag{32}

This approach does not always isolate an equilibrium in pure strategies, as is illustrated by the fact that the domain of \( \gamma \) in equation (32) does not span all of \( \mathbb{R}_+ \). For the remaining values of \( \gamma \), it is nevertheless possible to construct a mixed strategy equilibrium using the method that we describe next.
The figure illustrates the guess-and-verify approach for deriving pure equilibria that is described in the text under the parametric assumptions described in the text. The panels correspond to different guesses $y^* \in \{0, 1, 2, 3\}$. Within each panel, the lines depict, against the degree of risk aversion $\gamma$, the expected utility $U_\gamma(y | y^*)$, as defined in equation (31), of an information-investor for the different choices of $y$: (i) $y = 0$ (solid line), (ii) $y = 1$ (dashed line), (iii) $y = 2$ (dotted line), and (iv) $y = 3$ (dash-dotted line).

**Mixed strategy equilibria.** For convenience, we define $V(y | s^*)$ to be the objective of (29) for the case in which $\xi$ is a degenerate distribution that puts all its weight on $y$:

$$V(y | s^*) = \mathbb{E} \left( \sum_{f=0}^{y} p_y(f) u \left( f \left[ 1 + \varepsilon - \frac{s^*}{2} \right] \right) \right).$$

(33)

In words, $V$ provides the expected utility of an information-investor from a choice of $y$ given a postulated equilibrium spread $s^*$. It will also be convenient to define $\pi(y, s)$ as the
profits from providing liquidity at spread \( s \) when an information-investor sends orders to \( y \) exchanges:

\[
\pi(y, s) = (1 - \lambda) \frac{s}{2} - \lambda (\bar{X}_S(y) + \bar{X}_I(y)) \left(1 - \frac{s}{2}\right).
\]

The following guess-and-verify approach can be used to search for equilibria:

1. For a candidate value \( y \in \{0, 1, 2, \ldots, X-1\} \), compute \( s^\ast \) to solve \( V(y \mid s) = V(y+1 \mid s) \), provided that such a solution exists.

2. Define \( \xi^\ast \) as the probability distribution with support \( \{y, y+1\} \) in which \( \xi^\ast_{y+1} = \frac{\pi(y, s^\ast)}{\pi(y, s^\ast) - \pi(y+1, s^\ast)} \) and \( \xi^\ast_y = 1 - \xi^\ast_{y+1} \), provided that is a well-defined probability distribution.

3. Verify that \( V(y' \mid s^\ast) \leq V(y \mid s^\ast) \) for all \( y' \in \{0, 1, 2, \ldots, X\} \). If verification succeeds, then \( (\xi^\ast, s^\ast) \) corresponds to a mixed strategy equilibrium.

To illustrate, recall the parametric assumptions considered earlier: \( (i) \ u(w) = -\exp(-\gamma w), \) \( (ii) \ v \sim \mathcal{N}(0, 1), \) \( (iii) \ \lambda = 0.3, \) \( (iv) \ X = 3, \) \( (v) \ p_H = 1, \) \( (vi) \) and \( p_I = 0.5. \) As evidenced by equation (32), our approach does not isolate an equilibrium in pure strategies for \( \gamma = 1.5, \) which lies between the values of \( \gamma \) for which \( y^\ast = 0 \) and for which \( y^\ast = 1. \) Nevertheless, it is possible to derive an equilibrium in this case by allowing the information-investor to mix over these two adjacent choices for \( y. \) Following the guess-and-verify approach described above, we first find the spread \( s^\ast \) that makes an information-investor indifferent between \( y = 0 \) and \( y = 1. \) The result is \( s^\ast = 0.5. \) We next find the probability distribution \( \xi^\ast \) with support \( \{0, 1\} \) under which the zero-profit spread is \( s^\ast. \) The result is \( \xi^\ast = (0.22, 0.78, 0, 0) \). It then only remains to verify that the information-investor cannot profitably deviate to choices \( y \in \{2, 3\} \), which is easily checked. We use \( Y^\ast \) to represent the random variable whose distribution is given by \( \xi^\ast. \) Thus, \( \mathbb{E}[Y^\ast] = \sum_{y=0}^{X} \xi^\ast_y y \) is the expected number of orders sent by an information-investor, and in this case we have \( \mathbb{E}[Y^\ast] = 0.78. \)

This guess-and-verify approach can similarly be used to identify a mixed strategy equilibrium for the other values of \( \gamma \) that are outside the domain of (32). Figure 9 illustrates the result: panel (a) plots \( s^\ast \) against \( \gamma, \) and panel (b) plots \( \mathbb{E}[Y^\ast] \) against \( \gamma. \) The “flat” parts of the two panels correspond to the pure strategy equilibria characterized above, and in the case of panel (b), they align with (32). The “sloped” parts of the panels correspond to mixed strategy equilibria that are computed using the approach described just above.

---

\(^{56}\)Indeed, for a guessed \( y^\ast = 0, \) the information-investor has a profitable deviation to \( y = 1 \) because, using (31), \( U_{1,5}(0 \mid 1) = -1 < -0.69 = U_{1,5}(1 \mid 0). \) And for a guessed \( y^\ast = 1, \) the information-investor has a profitable deviation to \( y = 0 \) because \( U_{1,5}(0 \mid 1) = -1 > -1.08 = U_{1,5}(1 \mid 1). \)
Comparative static. Next, we investigate how the equilibrium spread $s^*$ changes as HFT speed improves (i.e., as $p_H$ increases). One of the main results that we are able to prove in the baseline of risk neutrality is that $s^*$ is weakly decreasing in $p_H$. Although we do not prove that this result is robust to the inclusion of risk aversion, numerical experimentation suggests that it may be. To illustrate, we have used the approaches outlined in this subsection to compute equilibria (sometimes in pure strategies and sometimes in mixed) for a selection of parameters. The results are depicted in Figure 10, with panel (a) plotting $s^*$ against $p_H$ for a selection of choices for the risk-aversion parameter $\gamma$ and with all remaining parameters fixed as in the numerical example analyzed above. Indeed, $s^*$ is weakly decreasing in $p_H$ for all choices of $\gamma$. In addition, Figure 10(b) contains an analogous plot of $E[Y^*]$, and in so doing it characterizes the information-investor routing behavior that is behind the scenes in panel (a).
The figure plots $s^*$ and $\mathbb{E}[Y^*]$ for different values of $\gamma$ and $p_H$ under the parametric assumptions described in the text. Each point corresponds to an equilibrium (in either pure or mixed strategies) as determined by the approach described in the text.

In conclusion, this appendix illustrates how equilibrium would change in the presence of risk aversion. Specifically, when the information-investor is risk averse, equilibrium loses the feature that he always targets all exchanges—in terms of the above notation, choosing $\xi^* = (0, 0, 0, \ldots, 1)$. Nevertheless, equilibrium remains qualitatively similar to the baseline of risk neutrality in the key feature that aggressive-side order anticipation may still take place. Furthermore, it appears that the equilibrium spread remains weakly decreasing in $p_H$.

C.10 Equilibrium Uniqueness

Recall that the equilibrium in Section 4.1 is not unique. In this appendix, we propose a refinement that we call “plausible equilibrium.” The equilibrium described in Section 4.1 is plausible. Although it is not the unique plausible equilibrium, we go on to argue that every plausible equilibrium is identical to it in terms of the spread and research intensity ($s_{LOB}^*, r_{LOB}^*$), as characterized by Proposition 1. \footnote{Analogous statements could be made for the equilibrium selections corresponding to NDs and FBAs.}

To illustrate what plausible equilibrium rules out, consider two of the several alternative equilibria. First, there is an equilibrium in which no orders are ever submitted: because any trade requires two parties, no individual trader would have a unilateral incentive to deviate. Second, there is an equilibrium in which the liquidity provider establishes a spread wider than $s_{LOB}^*$ (from which she earns positive profits), and if ever undercut then responds by immediately shifting to a spread of $s_{LOB}^*$ thereafter. Other liquidity providers do not
undercut, and indeed, they would not obtain positive profits from doing so because they would own the best quotes for only an infinitesimal length of time. Both of these equilibria will fail to be plausible. Respectively, they will be ruled out by criteria that we will term “straightforward liquidity taking” and “competitive liquidity provision” below.

**Definition 1.** A WPBE is plausible if it satisfies (i) symmetry, (ii) stationarity, (iii) competitive liquidity provision, (iv) no unnecessary depth, and (v) straightforward liquidity taking (where those properties are defined in the text below).

We define *symmetry* to mean that the equilibrium is symmetric with respect to exchanges. The model is symmetric in this way, and therefore it would seem that the focal equilibria ought to be symmetric as well.

Stationarity refers to the property that certain aspects of equilibrium behavior do not depend on calendar time. Formally, we define *stationarity* to mean the following two properties:

- Liquidity providers establish quotes at time 0 and send no further orders unless another order has been processed by an exchange.
- The investor, if he is an information-investor, conducts research with a fixed intensity $r$ regardless of the time period in which he arrives.

We define *competitive liquidity provision* to mean that liquidity providers set quotes such that an ex-ante zero-profit condition holds order by order. Essentially the same assumption governs how quotes are prices in much of the rest of the literature (Glosten and Milgrom, 1985; Kyle, 1985; Glosten, 1994).

No unnecessary depth refers to the property that liquidity providers quote only the minimal amount of depth required to satisfy liquidity-investor demand. Formally, we define *no unnecessary depth* to mean the following two properties:

- Every initial quote established by a liquidity provider is accessed by a liquidity-investor with positive probability on the equilibrium path.
- Liquidity providers, if they at some point believe that no future orders will originate from information-investors, send cancellation orders for their remaining quotes.

Essentially, this criterion means that the presence of liquidity-investors is necessary for inducing liquidity providers to post quotes, which is consistent with the no-trade theorem logic of Milgrom and Stokey (1982).

Straightforward liquidity taking refers to the property that investors and snipers submit immediate-or-cancel orders only in accordance with their expected value for the security given their beliefs. Formally, we define *straightforward liquidity taking* to mean the following three properties:
• The investor, if he is a liquidity-investor with a buying (selling) motive submits to his home exchange an immediate-or-cancel order to buy (sell) a single share at a price \( \beta (\beta) \), doing so in the period of arrival. Note that any other trading strategy would be weakly dominated for this trader type.

• The investor, if he is an information-investor who learns the value of the security to be 1 (−1), submits immediate-or-cancel orders to buy (sell) at least one share at the price 1 (−1) to at least one exchange, doing so in the period of arrival. If he does not learn the value, then he does not send any orders.

• Each sniper, if and only if the expected value of the security given his beliefs is greater (less than) the ask (bid) at an exchange, submits immediate-or-cancel orders to buy (sell) at least one share to that exchange, where the price specified by the order is the expected value of the security given his beliefs.

**Proposition 15.** A WPBE is plausible if and only if it gives rise to a spread and research intensity as characterized by Proposition 1.

**Proof.** Consider a WPBE and suppose that it is plausible. Let \( r^* \) denote the research intensity of information-investors. (By stationarity, \( r^* \) is well defined.) Let \( T_1 \) denote the time period in which the first immediate-or-cancel order arrives at an exchange (if such an order arrives). Let \( s^* \) denote the initial spread set by liquidity providers. By stationarity, this spread is maintained until \( T_1 \), and by symmetry, it is the same for all exchanges. Most of the following arguments focus on the ask side of the LOB, but the bid side analysis is symmetric.

We first observe that all orders arriving at time \( T_1 \) must have been sent by the investor. To see this, it suffices to show that no sniper submits any order at any time before \( T_1 \). Applying Bayesian updating, the expected value of the security given HFT beliefs must be zero at all times before \( T_1 \). Moreover, by symmetry of bid and ask, the bid is nonpositive and the ask is nonnegative at all times before \( T_1 \). Combining these observations with straightforward liquidity taking for snipers, we obtain the desired conclusion.

Combining the above observation with the fact that a liquidity-investor sends just a single order, we conclude that no liquidity-investor order arrives after \( T_1 \). It follows from no unnecessary depth that liquidity providers send cancellations at time \( T_1 \) for any remaining quotes. In addition, by straightforward liquidity taking for liquidity-investors, any liquidity-investors orders that do arrive at \( T_1 \) are for exactly one share. It then also follows from no unnecessary depth that the initial depth quoted by liquidity providers must consist of one share on each side of the book for each exchange.

For the following arguments, we focus on the case in which \( T_1 \in \{3\varepsilon, 4\varepsilon, 5\varepsilon, \ldots, 1\} \). Of course, it is also possible that \( T_1 \in \{\varepsilon, 2\varepsilon\} \), but because this latter case arises with only infinitesimal probability, it can be ignored without loss. Fix any time \( t \in \{3\varepsilon, 4\varepsilon, 5\varepsilon, \ldots, 1\} \).
We consider various probabilities associated with orders arriving at a given exchange at such a time:

- We consider the probability that $T_1 = t$ and that a buy order sent by a liquidity-investor arrives at a given exchange at that time. By straightforward liquidity taking for liquidity-investors, the probability is $\frac{1}{2X(N+1)}(1 - \lambda)$. In this event, the order is for exactly one share, and the expected value of the security is zero.

- We consider the probability that $T_1 = t$ and that a buy order sent by an information-investor arrives at a given exchange at that time. By straightforward liquidity taking for information-investors and symmetry, the probability is at least $\frac{1}{2X(N+1)} \lambda r^*$. In this event, the arriving order is for at least one share, and the expected value of the security is one.

Suppose that at an immediate-or-cancel order to buy arrives at a given exchange at $T_1$. Applying Bayesian updating, the expected value of the security under HFT beliefs must be in the interval

$$\left[ 0, \frac{\lambda r^*}{1 - \lambda + \lambda r^*} \right].$$

Thus, by competitive liquidity provision, the initial quotes set by liquidity providers must be such that, at each exchange, exactly one share is quoted at the ask, where the ask is

$$s^* \frac{\lambda r^*}{2} \in \left[ \frac{\lambda r^*}{1 - \lambda + \lambda r^*}, 1 \right].$$

Again, fix any time $t \in \{3\varepsilon, 4\varepsilon, 5\varepsilon, \ldots, 1\}$. Now instead consider various probabilities associated with orders arriving to the market:

- We consider the probability that $T_1 = t$, with a buy order sent by a liquidity-investor arriving to the market at that time. By straightforward liquidity taking for liquidity-investors, the probability is $\frac{1}{2X(N+1)}(1 - \lambda)$. In this event, the order is for exactly one share, exactly one such order arrives, and the expected value of the security is zero.

- We consider the probability that $T_1 = t$, with a buy order sent by an information-investor arriving to the market at that time. By straightforward liquidity taking for information-investors, the probability is at least $\frac{1}{2X(N+1)} \lambda r^*$. In this event, each arriving order is for at least one share, multiple such orders may arrive simultaneously, and the expected value of the security is one.

Suppose that exactly one immediate-or-cancel order to buy arrives to the market at $T_1$. Applying Bayesian updating, the expected value of the security under HFT beliefs must be in the interval

$$\left[ 0, \frac{\lambda r^*}{1 - \lambda + \lambda r^*} \right].$$

Comparing this to equation (34) and applying straightforward liquidity taking for snipers, we conclude that in this case, snipers do not send any orders at time $T_1$.
Suppose that two or more immediate-or-cancel orders to buy arrive to the market at $T_1$. Applying Bayesian updating, the expected value of the security under HFT beliefs must be one. Comparing this to equation (34) and applying straightforward liquidity taking for snipers, we conclude that in this case, each sniper then sends immediate-or-cancel orders at time $T_1$ to every exchange at which the initial quotes remain available.

Suppose the investor is an information-investor who learns the value of the security to be $v = 1$. The investor earns a profit of $1 - s^*/2$ for every share that he buys, and so he optimally attempts to maximize his traded volume. Because one share is quoted at the ask of each exchange, the investor optimally selects a quantity of one for each of the orders that he sends. By symmetry, the only question is how many exchanges to target. Given the aforementioned behavior of liquidity providers and snipers, if he sends orders to $y$ exchanges, then as in the proof of Proposition 1, he expects to receive the following number of fills:

$$F_{LOB}(y) = yp_I + y(1 - p_I)^y + (1 - p_H)(y - 1)y p_I(1 - p_I)^y - 1.$$ By Lemma 1, this function is weakly increasing on the domain of positive integers, so it is indeed optimal to submit orders to target all exchanges. He then obtains $F(X) = X_I$ fills in expectation. And given the above, an information-investor’s expected profits conditional on a choice of research intensity $r$ are

$$r X_I \left(1 - \frac{s^*}{2}\right) - c(r).$$ Thus, it is necessary for plausible equilibrium that

$$r^* \in \arg \max_{r \in [0, 1]} \left\{ r X_I \left(1 - \frac{s^*}{2}\right) - c(r) \right\}. \quad (35)$$

Given the aforementioned behavior of the investor and snipers, then as in Section 4.1, liquidity provider profits are zero only if

$$(1 - \lambda) \frac{s^*}{2} = \lambda r^*(X_I + X_S) \left(1 - \frac{s^*}{2}\right).$$

Thus, it is also necessary for plausible equilibrium that

$$s^* = \frac{2 \lambda r^*(X_I + X_S)}{1 - \lambda + \lambda r^*(X_I + X_S)}. \quad (36)$$

Together, conditions (35) and (36) imply the desired conclusion.

Despite this result, it is worth clarifying that the equilibrium described in Section 4.1 is not the unique plausible equilibrium. For instance, another plausible equilibrium involves quotes on the various exchanges being maintained by different liquidity providers rather than

---

58 This does not formally follow from Bayesian updating if information-investors always target only a single exchange. Nevertheless, if $X \geq 2$, then we can adapt some of the following arguments to rule out the possibility that information-investors always target only a single exchange. Moreover, if $X = 1$, then HFT beliefs at such information sets are irrelevant.
by a single one.

We also conjecture that Proposition 15 could be strengthened. In particular, we conjecture that the proposition’s conclusion would also apply to a weaker definition of plausible equilibrium that insists upon only competitive liquidity provision and straightforward liquidity taking.
D Strategic Exchanges

Earlier sections of this paper characterize equilibrium outcomes under several trading mechanisms. This, however, raises the following question: if exchanges choose trading mechanisms for themselves, which of these mechanisms would they adopt? To attempt an answer of this question, we use the model to formulate a game among the exchanges in which they simultaneously choose trading mechanisms in a strategic fashion. We use spread minimization as a proxy for profit maximization, and we assume that traders behave as described in the main text to determine the spreads that prevail under a profile of trading mechanisms. We find that it is a Nash equilibrium for all exchanges to use 1-ND, wherein all non-cancellations are delayed by a random amount. However, the same is not true of the other mechanisms we consider. In Appendix D.3, we attempt to reconcile this with the LOB’s position as the prevailing industry standard.

D.1 Exchange Game

In this section, we define the “exchange game,” in which exchanges choose trading mechanisms for themselves. To define this game, which we denote $\Gamma_{\text{exchange}}$, we specify players, strategy sets, and payoffs.

Players. The players of $\Gamma_{\text{exchange}}$ are the exchanges $\{1, \ldots, X\}$.

Strategy sets. A pure strategy in $\Gamma_{\text{exchange}}$ for an exchange is a trading mechanism that it selects for itself. For concreteness, we assume that the available mechanisms are limited to those already considered: LOB, qND for $q \in [0, 1]$, and FBAs, where the details of those mechanisms are as specified in the main text. Nevertheless, we conjecture that the results stated here would remain intact even if additional mechanisms were available. We use $m = (m_1, \ldots, m_X)$ to denote a profile of trading mechanisms.

---

59 Of course, exchanges must also make a number of other choices in practice: the speed and trading infrastructure they provide, the fees they charge, etc. But addressing those issues would require significant modifications to our existing model, and for that reason, we focus only on the choice of trading mechanism for the purpose of this extension.

60 Budish et al. (2019) study a similar question, but both their findings and their approach differ from ours. In their model, the “exchange game” is a prisoner’s dilemma: each exchange has a unilateral incentive to adopt a mechanism that eliminates sniping in response to public news (i.e., FBAs, yet equally NDs), but when all exchanges eliminate sniping they are no longer able to monetize co-location services, as they might if the LOB were maintained. Whereas we model the “exchange game” as a one-shot interaction, they model it as a repeated interaction and select the equilibrium in which the collusive outcome (i.e., LOBs) arises, maintained by Nash reversion. Thus, whereas our findings predict a trend toward NDs (and 1-ND in particular), they predict that—in lieu of any regulatory intervention—the LOB status quo will remain in place indefinitely.
Payoffs. Although our model does not provide a means to measure exchange profits, spread minimization seems to be a plausible proxy for profit maximization. “Liquidity begets liquidity” is an old saying in the industry. That is, a liquid exchange (in the model, an exchange with small spreads), attracts more investors, and therefore becomes even more liquid.\footnote{This force is not captured by the model of this paper because liquidity-investors are quite inelastic: they divide equally among exchanges and, so long as the spread is below a certain level, trade only a fixed amount. For a model that does allow for some elasticity, see, for example Baldauf and Mollner (2019).} Spread minimization (i.e., limiting adverse selection) can initiate this virtuous cycle and thereby attract investors, and it therefore seems likely to be a primary driver of an exchange’s choice of mechanism.\footnote{Another natural proxy for profit maximization is volume maximization. Different results would prevail if we were to define exchange payoffs using that proxy. In particular, the Pareto-dominant Nash equilibrium would be for all exchanges to use (synchronized) FBAs. However, since that result would rely quite heavily on the inelasticity of investor demand in the model, spread minimization is our preferred proxy.}

For any profile of trading mechanisms, we suppose that the investor and HFTs interact on the exchanges as in the baseline model. If exchanges all opt for the same trading mechanism, then Propositions 1, 5, and 8 describe the resulting spreads.

If exchanges opt for heterogeneous trading mechanisms, then additional work is needed to characterize the equilibrium of the continuation game so as to derive the resulting profile of spreads. As before: (i) snipers send immediate-or-cancel orders to each exchange after observing two trades, (ii) the liquidity provider sends cancellations to each exchange after observing one trade, (iii) the liquidity provider sets the spread so that she earns zero profits, (iv) each liquidity-investor submits a single order to his home exchange in the period of his arrival, buying or selling in correspondence with the direction of his trading desire, and (v) each information-investor chooses research intensity optimally and submits orders in the period of his arrival. However, there may be some subtleties in how information-investors route orders. Before, when all exchanges used the same trading mechanism, an information-investor could do no better than sending orders to all exchanges. Now, he may find it optimal to avoid an exchange if that exchange carries a relatively high risk of “tipping his hand” before he can obtain fills elsewhere.

For any profile of trading mechanisms \( m = (m_1, \ldots, m_X) \), let \( s(m) = (s_1(m), \ldots, s_X(m)) \) denote the corresponding profile of spreads, which is pinned down by the play of the traders in the continuation game. We define the profile of payoffs in \( \Gamma_{exchange} \) from \( m \) to be \( \pi(m) = -s(m) \).

D.2 Results

In this section, we analyze the exchange game \( \Gamma_{exchange} \). We find that if exchanges are strategic in their choice of trading mechanism in the way described here, then the 1-ND equilibrium survives. Moreover, if certain conditions are satisfied, then the same is not true of the equilibria under the other mechanisms: LOB, qND for \( q < 1 \), and FBAs. Those
equilibria fail to survive because exchanges, by deviating to 1-ND, can reduce their spread. One of these conditions is \( c'(0) < 1 \), which ensures that information-investors always find it optimal to do some amount of research. Proposition 16 formalizes these statements.\(^{63}\)

**Proposition 16.** The following statements are true.

(i) It is a Nash equilibrium of \( \Gamma_{\text{exchange}} \) for all exchanges to use 1-ND.

(ii) If \( c'(0) < 1 \) and \( X \geq 2 \), then it is not a Nash equilibrium of \( \Gamma_{\text{exchange}} \) for all exchanges to use \( q\text{ND} \) for any \( q \in [0, 1) \).

(iii) If \( c'(0) < 1 \) and \( X \geq 2 \), then it is not a Nash equilibrium of \( \Gamma_{\text{exchange}} \) for all exchanges to use FBAs.

(iv) If \( c'(0) < 1 \) and \( X \geq 2 \), then it is not a Nash equilibrium of \( \Gamma_{\text{exchange}} \) for all exchanges to use the LOB.

**Proof of Proposition 16.** Part (i). To prove that it is a Nash equilibrium for all exchanges to use 1-ND, it suffices to show that no single exchange has a profitable deviation. When all exchanges use 1-ND, an information-investor is able to obtain a fill at only one exchange, no matter how he routes orders, snipers do not trade, and the equilibrium spread is \( s_{1\text{ND}}^* \), as characterized by Proposition 5.

If one exchange deviates to any other trading mechanism, then the information-investor would again be able to obtain a fill at only one exchange, no matter how he routes orders. Moreover, all exchanges would be alike in that none would feature adverse selection exerted by snipers.\(^{64}\) Therefore, the equilibrium spread would again be \( s_{1\text{ND}}^* \). Because this deviation would not affect the spreads, it is not profitable.

Parts (ii)–(iv). To establish these three claims, it suffices to show that 1-ND would be a profitable deviation in each scenario. Part of the argument is common to each of the three claims, and we establish it here. We then establish the remaining parts of each argument separately below.

Suppose it is either the case that (i) all exchanges use \( q\text{ND} \) for \( q < 1 \), in which case the equilibrium spread is \( s_{q\text{ND}}^* \), as characterized by Proposition 5, (ii) all exchanges use FBAs, in which case the equilibrium spread is \( s_{FBA}^* \), as characterized by Proposition 8, or (iii) all exchanges use the LOB, in which case the equilibrium spread is \( s_{LOB}^* \), as characterized by Proposition 1. Similar to the proof of Corollary 4, the assumption that \( c'(0) < 1 \) implies that equilibrium research intensity is positive, which implies that the equilibrium spread is positive as well.

\(^{63}\)We conjecture that the following are also true. 1-ND is a dominant strategy in \( \Gamma_{\text{exchange}} \) for each exchange. If \( c'(0) < 1 \) and \( X \geq 2 \), then 1-ND is the unique dominant strategy in \( \Gamma_{\text{exchange}} \) for each exchange.

\(^{64}\)Snipers submit orders only after two trades have taken place. Because the information-investor can obtain only a single fill before the liquidity provider cancels all remaining quotes, snipers submit no orders on path. Thus, although the LOB permits snipers to exert adverse selection in general, this does not occur in the scenario where one exchange deviates to the LOB while all other exchanges continue to use 1-ND.
If one exchange deviates to 1-ND, then when an information-investor routes orders, he must choose between (i) obtaining a fill only on the 1-ND exchange, and (ii) obtaining fills only on (some of) the other exchanges. There are then two cases. In the first case, the information-investor never routes to the 1-ND exchange. In that case, the spread on that exchange is zero. Because the spread was positive before, the deviation is indeed profitable.

It therefore only remains to analyze the second case, in which the information-investor sometimes routes to the 1-ND exchange. We let \( \gamma^* \in (0, 1] \) denote the endogenously chosen probability that the information-investor routes to the 1-ND exchange, so that with probability \( 1 - \gamma^* \), he routes to all the other exchanges. We also let \( x \) denote the deviating exchange. Below, we characterize the resulting profile of spreads for each scenario, and we argue that in each, the deviation is indeed profitable for exchange \( x \).

**Part (ii).** Define

\[
X'_{qND} = q^{X-1} + \sum_{x=1}^{X-1} \left( \frac{X-1}{x} \right) (1-q)^x q^{X-1-x} \left( x p_H (1-p_I)^x + x [1-p_H (1-p_I)] \right).
\]

\( X'_{qND} \) is the expected number of fills obtained by an information-investor, conditional on learning the value of the security and routing orders to the \( X-1 \) exchanges still using \( q_{ND} \). The profile of spreads in this scenario must satisfy

\[
s^*_x = \frac{2\lambda \gamma^* r^* X}{1 - \lambda + \lambda \gamma^* r^* X},
\]

\[
s^*_x = \frac{2\lambda(1-\gamma^*) r^* X}{1 - \lambda + \lambda (1-\gamma^*) r^* X},
\]

\[
r^* \in \arg \max_{r \in [0, 1]} \left\{ r \left( 1 - \frac{s^*_x}{2} \right) - c(r) \right\}
\]

\[
1 - \frac{s^*_x}{2} \leq X'_{qND} \left( 1 - \frac{s^*_x}{2} \right)
\]

From the fourth equation, which is necessary given that the information-investor sometimes routes to exchange \( x \), we obtain \( \gamma^* \leq 1/X \).\(^{65}\)

Next, define \( s^*(\Omega) \) and \( r^*(\Omega) \) as the solution to the system

\[
s^* = \frac{2\lambda r^* \Omega X_{qND} + (1-\Omega)}{1 - \lambda + \lambda r^* \Omega X_{qND} + (1-\Omega)}
\]  

\[
r^* \in \arg \max_{r \in [0, 1]} \left\{ r \left( \Omega X_{qND} + (1-\Omega) \right) \left( 1 - \frac{s^*}{2} \right) - c(r) \right\}
\]

\(^{65}\)To see that \( \gamma^* \leq 1/X \), observe that if \( \gamma^* > 1/X \), then the left-hand side would be less than \( \frac{1-\lambda}{1-\lambda + \lambda r} \), while the right-hand side would be greater than \( \frac{(1-\lambda) X'_{qND}}{1 - \lambda + \lambda r X'_{qND}} \), which is a contradiction because \( X \geq 2 \) implies that \( X'_{qND} \geq 1 \).
Since $c'(0) < 1$ rules out the possibility of a corner solution with no research, we must have $r^*(\Omega) > 0$. On that domain, $s$ is, other things equal, strictly increasing in $\Omega$ (because $X_{qND} > 1$ when $q < 1$) and weakly increasing in $r$. Moreover, applying Topkis’ Theorem to (38), we find that, other things equal, $r$ is weakly increasing in $\Omega$ and weakly decreasing in $s$. By combining these observations, we conclude that $s^*(\Omega)$ is strictly increasing in $\Omega$.

Notice that $s^*_{qND}$ corresponds to $s^*(\Omega)$ evaluated at $\Omega = 1$. In addition, since $\gamma^* \leq 1/X$, we have that $s^*_x$ is weakly less than $s^*(\Omega)$ evaluated at $\Omega = 0$. We therefore have $s^*_x < s^*_{qND}$, so the deviation is profitable in this case as well.

Part (iii). The argument is similar to that used in Part (ii) of the proof. The profile of spreads in this scenario must satisfy

\[
s^*_x = \frac{2\lambda \gamma^* r^* X}{1 - \lambda + \lambda \gamma^* r^* X},
\]

\[
s^*_{-x} = \frac{2\lambda(1 - \gamma^*) r^* X}{1 - \lambda + \lambda(1 - \gamma^*) r^* X},
\]

\[
r^* \in \arg\max_{r \in [0,1]} \left\{ r \left( 1 - \frac{s^*}{2} \right) - c(r) \right\}
\]

\[
1 - \frac{s^*}{2} \leq (X - 1) \left( 1 - \frac{s^*}{2} \right)
\]

From the fourth equation, which is necessary given that the information-investor sometimes routes to exchange $x$, we obtain $\gamma^* \leq 1/X$.\(^{66}\)

Next, define $s^*(\Omega)$ and $r^*(\Omega)$ as the solution to the system

\[
s^* = \frac{2\lambda r^* [\Omega X + (1 - \Omega)\Omega X + (1 - \Omega)]}{1 - \lambda + \lambda r^* [\Omega X + (1 - \Omega)]} \tag{39}
\]

\[
r^* \in \arg\max_{r \in [0,1]} \left\{ r[\Omega X + (1 - \Omega)] \left( 1 - \frac{s^*}{2} \right) - c(r) \right\} \tag{40}
\]

Since $c'(0) < 1$ rules out the possibility of a corner solution with no research, we must have $r^*(\Omega) > 0$. On that domain, $s$ is, other things equal, strictly increasing in $\Omega$ (because $X \geq 2$) and weakly increasing in $r$. Moreover, applying Topkis’ Theorem to (40), we find that, other things equal, $r$ is weakly increasing in $\Omega$ and weakly decreasing in $s$. By combining these observations, we conclude that $s^*(\Omega)$ is strictly increasing in $\Omega$.

Notice that $s^*_{FBA}$ corresponds to $s^*(\Omega)$ evaluated at $\Omega = 1$. In addition, since $\gamma^* \leq 1/X$, we have that $s^*_x$ is weakly less than $s^*(\Omega)$ evaluated at $\Omega = 0$. We therefore have $s^*_x < s^*_{FBA}$, so the deviation is profitable in this case as well.

Part (iv). Define

\(^{66}\)To see that $\gamma^* \leq 1/X$, observe that if $\gamma^* > 1/X$, then the left-hand side would be less than $\frac{1 - \lambda}{1 - \lambda + \lambda r}$, while the right-hand side would be greater than $\frac{(1 - \lambda)(X - 1)}{1 - \lambda + \lambda r(X - 1)}$, which is a contradiction because $X \geq 2$.\footnote{To see that $\gamma^* \leq 1/X$, observe that if $\gamma^* > 1/X$, then the left-hand side would be less than $\frac{1 - \lambda}{1 - \lambda + \lambda r}$, while the right-hand side would be greater than $\frac{(1 - \lambda)(X - 1)}{1 - \lambda + \lambda r(X - 1)}$, which is a contradiction because $X \geq 2$.}
\[ X'_I = (X - 1) \left( p_I + (1 - p_I)X^{-1} + (1 - p_H)(X - 2)p_I(1 - p_I)X^{-2} \right) \]
\[ X'_S = (X - 1) \left( 1 - p_I - (1 - p_I)X^{-1} - (1 - p_H)(X - 2)p_I(1 - p_I)X^{-2} - p_H(X - 2)p_I(1 - p_I)X^{-2} \right) \]

\[ X'_I \] is the expected number of fills obtained by an information-investor, conditional on learning the value of the security and routing orders to the \( X - 1 \) exchanges still using the LOB. Likewise, \( X'_S \) is the expected number of fills obtained by snipers, conditional on an information-investor arriving, learning the value of the security, and routing orders to the \( X - 1 \) exchanges still using the LOB. The argument is similar to that used in Part (ii) of the proof. The profile of spreads in this scenario must satisfy

\[ s^*_x = \frac{2\lambda \gamma^* r^* X}{1 - \lambda + \lambda \gamma^* r^* X} \]
\[ s^*_{-x} = \frac{2\lambda (1 - \gamma^*) r^* X^{-1} (X'_I + X'_S)}{1 - \lambda + \lambda (1 - \gamma^*) r^* X^{-1} (X'_I + X'_S)} \]
\[ r^* \in \arg \max_{r \in [0,1]} \left\{ r X'_I \left( 1 - \frac{s^*_x}{2} \right) - c(r) \right\} \]
\[ 1 - \frac{s^*_x}{2} = X'_I \left( 1 - \frac{s^*_{-x}}{2} \right) \]

From the fourth equation, which is necessary given that the information-investor sometimes routes to exchange \( x \), we obtain \( s^*_x \leq s^*_{-x} \).

Next, define \( s^*(\Omega) \) and \( r^*(\Omega) \) as the solution to the system

\[ s^* = \frac{2\lambda r^* \left[ \Omega (X_I + X_S) + (1 - \Omega) \frac{X}{X-1} (X'_I + X'_S) \right]}{1 - \lambda + \lambda r^* X \left[ \Omega (X_I + X_S) + (1 - \Omega) \frac{X}{X-1} (X'_I + X'_S) \right]} \] \hspace{1cm} (41)
\[ r^* \in \arg \max_{r \in [0,1]} \left\{ r \left[ \Omega X_I + (1 - \Omega) X'_I \right] \left( 1 - \frac{s^*}{2} \right) - c(r) \right\} \] \hspace{1cm} (42)

Since \( c'(0) < 1 \) rules out the possibility of a corner solution with no research, we must have \( r^*(\Omega) > 0 \). On that domain, \( s \) is, other things equal, strictly increasing in \( \Omega \) and weakly increasing in \( r \).\(^{67}\) Moreover, applying Topkis’ Theorem to (42), we find that, other things equal, \( r \) is weakly increasing in \( \Omega \) and weakly decreasing in \( s \).\(^{68}\) By combining these observations, we conclude that \( s^*(\Omega) \) is strictly increasing in \( \Omega \).

Notice that \( s^*_{LOB} \) corresponds to \( s^*(\Omega) \) evaluated at \( \Omega = 1 \). In addition, \( s^*_{-x} \) is weakly less than \( s^*(\Omega) \) evaluated at \( \Omega = 0 \). We therefore have \( s^*_{-x} < s^*_{LOB} \). In addition, as argued above, \( s^*_x \leq s^*_{-x} \). We conclude that \( s^*_x < s^*_{LOB} \), so the deviation is profitable in this case as well. \( \square \)

\(^{67}\)To show that \( s \) is strictly increasing in \( \Omega \), it suffices to verify that \( X_I + X_S > \frac{X}{X-1} (X'_I + X'_S) \). After plugging in for these expressions, we see that it suffices to verify that \( (X - 1)(1 - p_I)X^{-1} \) is strictly decreasing in \( X \) on the domain where \( X \geq 2 \) and \( p_I \geq 0.5 \), which is indeed the case.

\(^{68}\)To show that \( r \) is weakly increasing in \( \Omega \), it suffices to verify that \( X_I \geq X'_I \). This is a consequence of Lemma 1.
These results are primarily driven by the observation that 1-ND is extremely effective at limiting adverse selection, for two reasons. First, it eliminates the adverse selection that comes from sniper orders. Second, it puts an information-investor in a difficult situation when it comes to order routing. Because of the large variability in execution time under 1-ND, it is only with infinitesimal probability that he can achieve an execution at both a 1-ND exchange and any other exchange. This reduces the number of fills that he can obtain on 1-ND exchanges and, in addition, makes those exchanges relatively less attractive to him. In consequence, 1-ND also tends to reduce the adverse selection that comes from information-investor orders.

The first part of the proposition is proven by showing that if all exchanges are using 1-ND, then an exchange cannot further reduce its spread by deviating to another mechanism. The other parts are proven by showing that if all exchanges are using another mechanism, then an exchange can reduce its spread by deviating to 1-ND.

For the negative results, we must assume there are \(X \geq 2\) exchanges, for otherwise all mechanisms would give rise to the same equilibrium spread. Similarly, the role of assuming \(c'(0) < 1\) is to eliminate the possibility of zero research intensity in equilibrium, in which case there would be no spread and therefore no room for a profitable deviation.

D.3 Discussion

Consistent with the result of this section, there does seem to be some momentum building for mechanisms resembling 1-ND. Indeed, several industry participants have already proposed modifications to their order matching rules that would incorporate random delays of non-cancellations or similar categories of orders. (See Appendix F.1 for details.)

Nevertheless, the LOB remains entrenched as the standard industry practice. While this would seem to be in conflict with our result, the discrepancy might be explained by the fact that the industry has been recently transformed by the rise of HFT and a drastic increase in fragmentation. Indeed, because all mechanisms lead to the same outcome in the absence of fragmentation (i.e., if \(X = 1\)), one might conclude that the LOB became a disequilibrium choice only recently, and exchanges may not yet have had sufficient time to adjust to the new trading conditions. Moreover, a number of forces—regulatory barriers, switching costs, resistance from clientele—may be hindering adjustments in the trading mechanism. As a result, we cautiously interpret Proposition 16 as a statement about what to expect in the long run.

This result also has policy implications. If the financial industry will ultimately settle at an equilibrium in which all exchanges adopt 1-ND, then a regulator might wish to speed the transition to that equilibrium by endorsing that mechanism. This would have the benefit of reducing the amount of time spent at the inefficient LOB equilibrium, which is off the frontier of the tradeoff between liquidity and information production.
This appendix discusses rationales for the social value of informative prices—and therefore fundamental research. In the model, traders are indifferent to the timing of resolution of uncertainty. However, to the extent that traders in practice prefer earlier resolution of uncertainty, they would benefit from more informative prices.

Moreover, informative prices may also be a positive externality for economic agents not trading the security. By conveying information to real-world decision-makers, more informative prices can improve the efficiency of resource allocation in the wider economy. The literature has identified several channels through which this may occur.

The idea that informative prices are vital to the efficient distribution of resources dates back to at least Hayek (1945). This is especially true in the case of “equity-dependent” firms (i.e., firms able to raise funds only through the issue of equity). Such a firm may be discouraged from undertaking an efficient investment in the event that its stock price—and thus its cost of capital—falls far below its fundamental value, which is less likely if prices are more informative, for two reasons: First, with less information, prices are less closely tied to the fundamental value, which raises the probability of a large difference between the two. Second, with less information, prices may be depressed overall, as investors demand a higher return to hold the security, as in Easley and O’Hara (2004). Myers and Majluf (1984) provide a formal model in which imperfect pricing can lead a firm to bypass an efficient project. Moreover, Baker et al. (2003) and Chen et al. (2007) find empirical evidence for such effects. In addition, because lenders use stock prices in setting the terms at which they will lend to a firm (e.g., Merton, 1974), this force might not be limited to equity-dependent firms, but rather might apply more generally.

Next, the incentive channel refers to the idea that more informative prices assist a board of directors in gauging a manager’s performance, thus enabling them to provide better incentives for the manager, and thereby raising the manager’s effort. This idea was first proposed by Baumol (1965), and it was later formalized in models by Diamond and Verrecchia (1982); Fishman and Hagerty (1989); and Holmström and Tirole (1993). Furthermore, Kang and Liu (2008) and Ferreira et al. (2011) find empirical evidence consistent with the predictions of these models.

Baumol (1965) also proposed the learning channel, which is that more informative prices provide better feedback to firm managers, thus enabling them to make better decisions. Dow and Gorton (1997); Subrahmanyam and Titman (1999) and Lin et al. (2019) provide theoretical models of this channel. Luo (2005); Chen et al. (2007); Kau et al. (2008); Bakke and Whited (2010); Foucault and Fresard (2014); and Lin et al. (2019) find empirical evidence consistent with the operation of this channel.

There may also be several other channels through which informative prices raise economic efficiency beyond those specifically discussed above. In particular, the information contained
in prices may be used by other real-world decision-makers, including employees, customers, suppliers, regulators, and blockholders, all of whom take actions that may influence the efficiency of resource allocation. See Bond et al. (2012) for a thorough review of the literature on the effects of financial markets on the real economy.

---

69 For example, Subrahmanyam and Titman (2001) develop a model of some of these dependencies, and Faure-Grimaud and Gromb (2004) argue that more informative prices increase the incentives of blockholders to take actions that increase the value of the company. Additionally, several papers have documented a relationship between informative prices and economic efficiency without identifying a particular channel. Examples include Wurgler (2000) and Durnev et al. (2004).
F Alternative Mechanisms in Practice

This appendix reports on real-world examples of trading mechanisms that resemble either NDs or FBAs. None of the mechanisms in the wild match exactly the theoretical proposals that we analyze in this paper, but not all those differences are of economic import. Generally speaking, departures from our theoretical analysis tend to be cosmetic in nature in the case of NDs but economically meaningful in the case of auctions.

F.1 Non-Cancellation Delay Mechanisms in Practice

Mechanisms related to ND have been recently implemented in practice by two Canadian exchanges. Aequitas NEO Exchange, a new Canadian equities exchange that opened in March 2015, applies a random delay of 3 to 9 milliseconds to immediate-or-cancel orders from traders whom they have classified as “latency sensitive traders” (Aequitas, 2016). Six months later, the incumbent, TMX Group, followed suit on one of its platforms, the TSX Alpha Exchange. That exchange applies a random delay of 1 to 3 milliseconds to all orders except post-only orders and cancellations thereof (TSX Alpha, 2016). In Europe, the Eurex exchange has recently announced that they will begin a pilot study in which a deterministic delay of 1 millisecond (for German equity options) or 3 milliseconds (for French equity options) will be applied to all liquidity-removing orders (Deutsche Börse Group, 2019).

In the United States, Intercontinental Exchange recently submitted a proposal to implement a delay of 3 milliseconds to liquidity-taking orders for gold and silver daily futures (ICE, 2019). Before its acquisition by NYSE, the Chicago Stock Exchange submitted a proposal to implement a delay of 350 microseconds to market orders, marketable limit orders, and certain related cancel messages (CHX, 2016, 2017). More recently, EDGA has proposed a delay of four milliseconds for all liquidity-removing orders (EDGA, 2019). In addition, NASDAQ PHLX once proposed to implement a delay of 5 milliseconds to marketable orders (NASDAQ PHLX, 2012), although they subsequently withdrew that proposal. Additionally, Interactive Brokers advocated in an open letter that the SEC mandate a random delay of 10 to 200 milliseconds for orders that would remove liquidity (Peterffy, 2014).

These implementations and proposals differ both from each other and from our proposal in terms of the exact orders that are delayed. In particular, while we propose to delay all non-cancellations, most of these proposals exempt non-marketable limit orders from the delay. While this has the advantage of subjecting fewer orders to delay, it also complicates the mechanism, because the decision of whether or not to delay may hinge upon the current state of the LOB, rather than simply upon the order type. Nevertheless, exempting non-marketable limit orders from the delay would not alter equilibrium outcomes within the model.

---

70See Chen et al. (2017) and Anderson et al. (2018) for empirical analyses of the TSX Alpha delay.
Also similar in spirit to NDs is the 350-microsecond delay that IEX applies to all incoming orders (IEX, 2018a). A popular class of order types provided by IEX are peg orders, which rest in the IEX LOB at prices defined in reference to the national best bid and offer (NBBO). Because the NBBO is not subject to the delay but instead updated in real time, those orders are thus protected from snipers. A difference is that IEX’s design protects only peg orders in this way, whereas NDs protect standard limit orders as well. IEX’s design therefore has drawbacks: (i) fewer orders are protected from aggressive-side order anticipation, and (ii) an incentive is created for traders to switch from standard limit orders to peg orders, which could disrupt the price discovery process. Initially, IEX operated as an alternative trading system, but in 2016 it became an exchange, the primary effect of which was that its quotes then received trade-through protection. Similarly, the NYSE American exchange subsequently adopted virtually the same mechanism (NYSE, 2018).

Also similar to ND is the “ideal latency floor” mechanism (Melton, 2015), which was adopted in 2016 by Thomson Reuters Matching, a foreign exchange venue. The mechanism operates by batching non-cancellation orders, and then releasing them to the LOB in a randomized sequence.

NDs are also similar in spirit to “last look,” a common practice in several other foreign exchange markets, in which dealer platforms have the ability to retroactively cancel trades within a short window of time. Recently, last look has begun to receive criticism. One argument against the practice is that it enables information leakage: a market maker can observe its clients’ intentions, acquiring any information therein, even without filling their orders (FXPA, 2015). NDs, on the other hand, are immune to that criticism. With NDs, a trader observes the orders of its counterparties only if a trade occurs.

\footnote{See Hu (2019) for an empirical analysis of when IEX became an exchange.}
Table 3: Mechanisms related to ND proposed or implemented in practice

<table>
<thead>
<tr>
<th>Venue</th>
<th>Length of Delay</th>
<th>Targets of Delay</th>
<th>Effective Date</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A. Implementations</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aequitas NEO Exchange</td>
<td>3–9 milliseconds</td>
<td>Immediate-or-cancel orders from IDs classified as “latency sensitive traders”</td>
<td>March 27, 2015 – present</td>
</tr>
<tr>
<td>TSX Alpha Exchange</td>
<td>1–3 milliseconds</td>
<td>All but post-only orders and cancellations thereof</td>
<td>September 21, 2015 – present</td>
</tr>
<tr>
<td>Eurex Exchange</td>
<td>1 or 3 milliseconds</td>
<td>Liquidity-removing orders for German and French equity options</td>
<td>June 3, 2019 – present</td>
</tr>
<tr>
<td>IEX</td>
<td>350 microseconds</td>
<td>All orders (but not the NBBO)</td>
<td>October 25, 2013 – present</td>
</tr>
<tr>
<td>NYSE American</td>
<td>350 microseconds</td>
<td>All orders (but not the NBBO)</td>
<td>July 24, 2017 – present</td>
</tr>
<tr>
<td>Thomson Reuters</td>
<td>0–3 milliseconds</td>
<td>All but cancellation orders</td>
<td>June 5, 2016 – present</td>
</tr>
<tr>
<td><strong>B. Proposals</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cboe EDGA Exchange</td>
<td>4 milliseconds</td>
<td>Liquidity-removing orders</td>
<td>TBD</td>
</tr>
<tr>
<td>ICE Futures U.S.</td>
<td>3 milliseconds</td>
<td>Liquidity-removing orders</td>
<td>TBD</td>
</tr>
<tr>
<td>Chicago Stock Exchange</td>
<td>350 microseconds</td>
<td>Market orders, marketable limit orders, and certain related cancel messages</td>
<td>N/A</td>
</tr>
<tr>
<td>NASDAQ OMX PHLX</td>
<td>5 milliseconds</td>
<td>Marketable orders</td>
<td>N/A</td>
</tr>
<tr>
<td>Interactive Brokers</td>
<td>10–200 milliseconds</td>
<td>Liquidity-removing orders</td>
<td>N/A</td>
</tr>
</tbody>
</table>
F.2 Auction-Based Trading Mechanisms in Practice

Mechanisms related to the FBA design of Section 6.2 are currently in use by a small number of venues. In what follows we describe such implementations and contrast them with the proposal of Budish et al. (2015) (“the proposal”), which also guides our analysis in the text. To our knowledge, the implementations closest to the proposal are:

(i) the Cboe Europe Equities Periodic Auctions Book (CBOE, 2015),
(ii) the London Stock Exchange Turquoise Plato Lit Auctions (London Stock Exchange, 2019),
(iii) the Goldman Sachs SIGMA X Auction Book (Goldman Sachs, 2018),
(iv) the ITG POSIT Auction (ITG, 2017), and
(v) the Frankfurt Stock Exchange Continuous Auction with Specialist (Deutsche Börse Group, 2017).

These implementations differ from the proposal in certain specifics. These auctions do not occur at fixed points in time, but, variously, at at randomized intervals or endogenously-chosen times. And in many cases, the auctions are not sealed-bid in that they make available indicative price and quantity information prior to clearing. Nevertheless, these implementations resemble the proposal in that they replace LOBs and that auctions can happen repeatedly over an extended window of time. See Besson et al. (2019) for an empirical analysis of the effects of some of these auction mechanisms.

In addition, some venues have replaced continuous trading with auctions for illiquid securities, including Euronext (2018), SETSsqx at the London Stock Exchange (2015) and the Tel Aviv Stock Exchange (2018). Several other exchanges have implemented auction mechanisms to complement continuous trading, for example to determine prices at the open (in the morning or after a trading halt) and at the close. However, these implementations depart considerably from the proposal: (i) they are not frequent, only crossing a handful of times per day, and (ii) they are not sealed-bid, publishing indicative information about price or volumes before clearing.
G Alternative Welfare Criteria

In Section 5, we characterize the set of feasible outcomes with respect to two criteria: (i) research intensity, which might be thought of as a sufficient statistic for the positive externalities of financial markets and therefore the welfare of unmodeled agents, and (ii) liquidity-investor welfare. Although we intend liquidity-investor welfare to be interpreted as a measure for liquidity—indeed, for mechanisms with a spread, it is related to the spread through \( w = \beta - s/2 \)—it obviously can also be interpreted as the welfare of a single type of modeled agent: liquidity-investors. In this appendix, we demonstrate that our main findings carry over even if we modify this second criterion so as to account for the welfare of other types of modeled agents as well.

In Appendix G.1, we depart from the previous analysis by taking total investor welfare (instead of liquidity-investor welfare) for the second criterion. Thus, this analysis also values rents earned from information acquisition. Nevertheless, we obtain analogues of all key results. Likewise, in Appendix G.2, we take total trader welfare for the second criterion. Thus, this analysis also values not only rents earned from information acquisition but also any profits that HFTs may accrue. Provided that a certain subtlety is dealt with an appropriate way, we again obtain analogues of all key results.

G.1 Total Investor Welfare

In this appendix, we conduct analysis similar to that of Section 5, characterizing the set of feasible outcomes, but with respect to a different set of criteria: research intensity and total investor welfare.

As before, the social planner recommends a research intensity to the investor and also allocates resources (dollars and shares of the security) among the traders, subject to the same set of constraints. The feasible set, which we denote \( \mathcal{F}' \), consists of the set of research intensities, \( r \), and investor welfares, \( w \), that can be implemented in this way. Using the same notation that was used in Section 5, the feasible set is defined as follows. The key difference is in the first constraint, where the difference is due to using \( w \) to denote expected investor welfare instead of liquidity-investor welfare:

\[
\mathcal{F}' = \left\{ (r, w) \left| \exists y(\theta), \exists z(\theta), \exists \{y_h(\theta)\}_{h \in \mathcal{H}}, \exists \{z_h(\theta)\}_{h \in \mathcal{H}} \text{ such that} \right. \right.
\]

where:

- \( (W') \) \( w = \mathbb{E}_r[u(y(\theta), z(\theta)|\theta)] - \lambda c(r) \)
- \( (BB-1) \) \( \forall \theta \in \Theta : y(\theta) + \sum_{h \in \mathcal{H}} y_h(\theta) = 0 \)
- \( (BB-2) \) \( \forall \theta \in \Theta : z(\theta) + \sum_{h \in \mathcal{H}} z_h(\theta) = 0 \)
- \( (IR-I) \) \( \forall \theta \in \Theta : u(y(\theta), z(\theta)|\theta) \geq 0 \)
Proposition 17. The feasible set is $F' = \{(r, w) \mid r \in [0, 1], w \in [\lambda r c'(r) - \lambda c(r), (1 - \lambda)\beta - \lambda c(r)]\}$.

Proof of Proposition 17. As in the proof of Proposition 3, an initial observation is that the combination of (BB–1), (BB–2), and (IR–H) is equivalent to the following single constraint:

$$\frac{1 - \lambda}{2} y(B) + \frac{1 - \lambda}{2} y(S) + \frac{\lambda r}{2} [y(1) + z(1)] + \frac{\lambda r}{2} [y(-1) - z(-1)] + \lambda(1 - r)y(0) \leq 0.$$  (BB)

The remainder of the proof consists of two parts. First, we show that the set defined in the proposition constitutes an outer bound for $F'$. Second, we show that it constitutes an inner bound for $F'$.

Part One (Outer Bound). Rewriting (W'), we obtain

$$w = \frac{1 - \lambda}{2} [y(B) + \beta 1 \{z(B) = 1\}] + \frac{1 - \lambda}{2} [y(S) + \beta 1 \{z(S) = -1\}]$$

$$+ \frac{\lambda r}{2} [y(1) + z(1)] + \frac{\lambda r}{2} [y(-1) - z(-1)] + \lambda(1 - r)y(0) - \lambda c(r)$$

$$\leq (1 - \lambda)\beta + \frac{1 - \lambda}{2} y(B) + \frac{1 - \lambda}{2} y(S)$$

$$+ \frac{\lambda r}{2} [y(1) + z(1)] + \frac{\lambda r}{2} [y(-1) - z(-1)] + \lambda(1 - r)y(0) - \lambda c(r).$$

Applying (BB), we obtain

$$w \leq (1 - \lambda)\beta - \lambda c(r).$$  (43)

This establishes the desired upper bound on $w$. To establish the corresponding lower bound, we begin by rewriting (O) as

$$r \in \arg \max_{\tilde{r} \in [0, 1]} \left\{ \frac{\tilde{r}}{2} [y(1) + z(1)] + \frac{\tilde{r}}{2} [y(-1) - z(-1)] + (1 - \tilde{r}) y(0) - c(\tilde{r}) \right\},$$

which implies\(^{72}\)

$$r \left( \frac{y(1) + z(1)}{2} + \frac{y(-1) - z(-1)}{2} - y(0) \right) \geq r c'(r).$$  (44)

Next, we again rewrite (W')

\(^{72}\)Define $\Delta = \left[ \frac{y(1) + z(1)}{2} + \frac{y(-1) - z(-1)}{2} - y(0) \right]$. By assumption, $c(\cdot)$ is $C^1$. Therefore any solution to the maximization problem in (O) must satisfy one of the three conditions (i) $r = 0$ and $c'(0) \geq \Delta$, (ii) $c'(r) = \Delta$, or (iii) $r = 1$ and $c'(1) \leq \Delta$. In any of these three cases, the claimed inequality holds.
\[
\begin{align*}
    w &= \frac{1-\lambda}{2} [y(B) + \beta \mathbb{1}\{z(B) = 1\}] + \frac{1-\lambda}{2} [y(S) + \beta \mathbb{1}\{z(S) = -1\}] \\
    &\quad + \frac{\lambda r}{2} [y(1) + z(1)] + \frac{\lambda r}{2} [y(-1) - z(-1)] + \lambda (1 - r)y(0) - \lambda c(r) \\
    &\quad = \frac{1-\lambda}{2} [y(B) + \beta \mathbb{1}\{z(B) = 1\}] + \frac{1-\lambda}{2} [y(S) + \beta \mathbb{1}\{z(S) = -1\}] \\
    &\quad + \lambda y(0) + \lambda r \left( \frac{y(1) + z(1)}{2} + \frac{y(-1) - z(-1)}{2} - y(0) \right) - \lambda c(r).
\end{align*}
\]

Applying (IR–I) for \( \theta \in \{B, S, 0\} \), we obtain
\[
w \geq \lambda r \left( \frac{y(1) + z(1)}{2} + \frac{y(-1) - z(-1)}{2} - y(0) \right) - \lambda c(r).
\]

Using (44), this becomes
\[
w \geq \lambda r c'(r) - \lambda c(r). \tag{45}
\]

Thus, (43) and (45) imply \( \mathcal{F}' \subset \{ (r, w) \mid w \in [\lambda r c'(r) - \lambda c(r), (1 - \lambda) \beta - \lambda c(r)] \} \), as desired.

**Part Two (Inner Bound).** For this part of the proof, we argue that any element of the set defined in the proposition can be implemented by a contract satisfying all the constraints of \( \mathcal{F}' \). In what follows, we use \( r_{\text{max}} \) to denote the largest \( r \) such that there exists a \( w \) for which \((r, w) \in \mathcal{F}'\). It is defined implicitly by
\[
(1 - \lambda) \beta = \lambda r_{\text{max}} c'(r_{\text{max}}).
\]

Suppose \( r \in [0, r_{\text{max}}] \) and suppose \( w \in [\lambda r c'(r) - \lambda c(r), (1 - \lambda) \beta - \lambda c(r)] \). Let
\[
\begin{align*}
y(B) &= y(S) = \frac{w + \lambda c(r) - rc'(r)}{1 - \lambda} - \beta \\
z(B) &= -z(S) = 1 \\
y(1) &= -y(-1) = 0 \\
z(1) &= -z(-1) = c'(r) \\
y(0) &= 0 \\
z(0) &= 0
\end{align*}
\]

We now argue that these contracts satisfy the constraints (W'), (BB), (IR–I), and (O):

**W'** Plugging in, \( E_r[u(y(\theta), z(\theta)|\theta) - c(r)] = (1-\lambda) \left( \frac{w + \lambda c(r) - \lambda c'(r)}{1 - \lambda} - \beta + \beta \right) + \lambda c'(r) - \lambda c(r) = w. \)

**BB** Plugging in, \( \frac{1-\lambda}{2} y(B) + \frac{1-\lambda}{2} y(S) + \frac{\lambda r}{2} [y(1) + z(1)] + \frac{\lambda r}{2} [y(-1) - z(-1)] + \lambda (1 - r)y(0) = w + \lambda c(r) - (1 - \lambda) \beta \), which is nonpositive by assumption.

**IR–I** First, \( u(y(B), z(B)|B) = u(y(S), z(S)|S) = \frac{w + \lambda c(r) - \lambda c'(r)}{1 - \lambda} \), which is nonnegative by assumption. Second, \( u(y(1), z(1)|1) = u(y(-1), z(-1)|-1) = c'(r) \geq 0 \). Third,
\[ u(y(0), z(0)|0) = 0. \]

(O) Plugging in, (O) becomes \( r \in \arg \max \{ \hat{r}c'(r) - c(\hat{r}) \} \). Then by convexity of \( c(\cdot) \), the optimality of conducting research with intensity \( r \) follows from checking the first-order condition.

We then use this characterization of the feasible set to determine whether the various trading mechanisms implement points on or off the frontier of the set. Results along these lines are analogous to those stated in Sections 5.3 and 6.3.

First, Corollary 18 is an analogue of Corollary 4. It states that the LOB generally does not implement an outcome on the frontier of this alternative feasible set \( \mathcal{F}' \). Second, Corollary 19 is an analogue of Corollary 10. It states that both NDs and FBAs do implement outcomes on the frontier of \( \mathcal{F}' \).

**Corollary 18.** If \( X > 2, p_I < 1, \) and \( c'(0) < X_I \), then the LOB outcome is not on the frontier of \( \mathcal{F}' \).

**Proof of Corollary 18.** In the LOB equilibrium, investor welfare is related to the spread and research intensity through \( w^*_{LOB} = (1 - \lambda)(\beta - s^*_{LOB}/2) + \lambda r^*_{LOB}X_I (1 - s^*_{LOB}/2) - \lambda c(r^*_{LOB}). \) By Proposition 17, an equilibrium outcome lies on the frontier of \( \mathcal{F}' \) if and only if \( w = (1 - \lambda)\beta - \lambda c(r) \). Therefore, the LOB outcome lies on the frontier of \( \mathcal{F}' \) only if the following relationship holds:

\[
\frac{2\lambda r^*_{LOB}X_I}{1 - \lambda + \frac{\lambda r^*_{LOB}X_I}{X}}. \tag{46}
\]

As before, \( r^*_{LOB} \) is characterized by the fixed point of the correspondence

\[ R_{LOB}(\hat{r}) = \arg \max_{r \in [0, 1]} \left\{ \frac{(1 - \lambda)rX_I}{1 - \lambda + \lambda \hat{r}(X_I + X_S)} - c(r) \right\}, \]

where \( X_I \) and \( X_S \) are as defined in the statement of Proposition 1. The assumption that \( c'(0) < X_I \) ensures that at \( \hat{r} = 0 \), the maximization problem on the right-hand side of the above expression for \( R_{LOB}(\hat{r}) \) does not have a solution at zero. Consequently, zero is not a fixed point of that correspondence, and so \( r^*_{LOB} > 0 \). Restating (1), we also have

\[
\frac{2\lambda r^*_{LOB}(X_I + X_S)}{1 - \lambda + \frac{\lambda r^*_{LOB}(X_I + X_S)}{X}}.
\]

Given that \( \lambda > 0 \) and that \( r^*_{LOB} > 0 \), comparing (46) to (1), we conclude that the LOB equilibrium outcome is on the frontier only if \( X_S = 0 \). Restating the expression for \( X_S \), we obtain

\[
X_S = X(1 - p_I) - X(1 - p_I)^X - (X - 1)Xp_I(1 - p_I)^{X-1} \\
= X(1 - p_I) \left[ \sum_{x=2}^{X-1} \binom{X-1}{x} p_I^x(1 - p_I)^{X-1-x} \right].
\]

G4
Given that \( p_I \geq 0.5 \), \( X_S = 0 \) only if either \( p_I = 1 \) or \( X \leq 2 \) (or both).

**Corollary 19.** The following are true:

(i) for all \( q \in [0, 1] \), the qND outcome is on the frontier of \( F' \);
(ii) the FBA outcome is on the frontier of \( F' \); and
(iii) if in addition either \( X \leq 2 \) or \( p_I = 1 \), then the LOB outcome is on the frontier of \( F' \).

**Proof of Corollary 19.** In the equilibria of the LOB, of NDs, and of FBAs, the equilibrium spread is related to investor welfare and research intensity through

\[
 w^* = (1 - \lambda)(\beta - s^*/2) + \lambda r^* X^* (1 - s^*/2) - \lambda c(r),
\]
where \( X^* \) denotes the expected number of trades made by an information-investor conditional on arriving and learning the value of the security. By Proposition 17, an equilibrium outcome lies on the frontier of \( F' \) if and only if

\[
 w^* = \frac{(1 - \lambda)\beta - \lambda c(r)}{1 - \lambda + \lambda r^* X^*}.
\]

Therefore, an equilibrium outcome of one of these trading mechanisms lies on the frontier of \( F' \) if the following relationship holds:

\[
 s^* = \frac{2\lambda r^* X^*}{1 - \lambda + \lambda r^* X^*}.
\]  

(47)

Restating equations (1), (4), and (6), we also have

\[
 s^*_{\text{LOB}} = \frac{2\lambda r^*_{\text{LOB}} (X_I + X_S)}{1 - \lambda + \lambda r^*_{\text{LOB}} (X_I + X_S)}
\]
\[
 s^*_{\text{qND}} = \frac{2\lambda r^*_{\text{qND}} X_{\text{qND}}}{1 - \lambda + \lambda r^*_{\text{qND}} X_{\text{qND}}}
\]
\[
 s^*_{\text{FBA}} = \frac{2\lambda r^*_{\text{FBA}} X}{1 - \lambda + \lambda r^*_{\text{FBA}} X}
\]

Because \( X_{\text{qND}} \) is the expected number of trades made by an information-investor conditional on arriving and learning the value of the security under qND, equation (47) implies that the outcome of qND, for all \( q \in [0, 1] \), is on the frontier. Similarly, the outcome of FBAs is on the frontier. Finally, because \( X_I \) is the expected number of trades made by an information-investor conditional on arriving and learning the value of the security under the LOB, the LOB outcome is on the frontier if \( X_S = 0 \), which is the case if either \( p_I = 1 \) or \( X \leq 2 \) (or both).

G.2 Total Trader Welfare

In this appendix, we again characterize the set of feasible outcomes, but with respect to yet a different set of criteria: research intensity and total trader welfare.

There is, however, one subtlety that must be dealt with in order to conduct this analysis, which involves how to compute the criterion of total trader welfare. In the LOB equilibrium, positive trading profits are earned by HFTs, but they are divided among the infinite number of snipers that are active in equilibrium. It is therefore not obvious how to compute the
aggregate profits of HFTs. Mathematically, this is a question about how to take the limit that was alluded to in footnote 7. As discussed in that footnote, one should think of our model as the limit of a sequence of models with finite numbers of HFTs. But what is the precise method for taking that limit?

Potential answers to that question include two “reasonable extremes.” One possibility would be to consider a sequence of models with a finite number of snipers \( N_{HFT} \in \mathbb{N} \), each of whom can participate in the market without needing to pay an entry cost, then to consider the limit as \( N_{HFT} \to \infty \). Along this sequence, and thus in the limit, all trades are transfers. So as long as each liquidity-investor trades, total trader welfare therefore equals \((1 - \lambda)\beta - \lambda c(r)\). Thus, the feasible set collapses to a one-dimensional space, and every equilibrium of the model is trivially on the frontier.

We, however, prefer a different possibility: to consider a sequence of models with a positive entry cost \( c \in \mathbb{R} \) and where the number of active HFTs is determined by a free-entry condition, then to consider the limit as \( c \to 0 \). Along this sequence, and thus in the limit, aggregate HFT profits are zero.\(^{73}\) It follows that the characterization of the feasible set boils down to that of Appendix G.1. In particular, we would continue to obtain analogues of the key results stated in Sections 5.3 and 6.3.

\(^{73}\)This approach is consistent with an (unmodeled) HFT arms race, in which all potential rents are dissipated by expenditures on speed technology (as in Budish et al., 2015).
# List of Mathematical Notation

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model Parameters</td>
<td></td>
</tr>
<tr>
<td>$X$</td>
<td>number of exchanges*</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>probability of information-investor</td>
</tr>
<tr>
<td>$\beta$</td>
<td>liquidity-investor private transaction motive</td>
</tr>
<tr>
<td>$p_H$</td>
<td>probability an HFT obtains the lower latency</td>
</tr>
<tr>
<td>$p_I$</td>
<td>probability the investor obtains the lower latency</td>
</tr>
<tr>
<td>Non-Cancellation Delay Parameters</td>
<td></td>
</tr>
<tr>
<td>$\delta_{ND}$</td>
<td>constant component of delay</td>
</tr>
<tr>
<td>$F_{ND}$</td>
<td>distribution of random component of delay</td>
</tr>
<tr>
<td>$q$</td>
<td>probability of delay having a random component</td>
</tr>
<tr>
<td>Other Notation</td>
<td></td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>length of a time period†</td>
</tr>
<tr>
<td>$\mathcal{T}$</td>
<td>set of time periods ${0, \varepsilon, 2\varepsilon, \ldots, 1}$</td>
</tr>
<tr>
<td>$v$</td>
<td>fundamental value of security</td>
</tr>
<tr>
<td>$s$</td>
<td>bid-ask spread†</td>
</tr>
<tr>
<td>$r$</td>
<td>research intensity‡</td>
</tr>
<tr>
<td>$w$</td>
<td>liquidity-investor welfare‡</td>
</tr>
<tr>
<td>$\mathcal{F}$</td>
<td>the set of feasible ordered pairs $(r, w)$</td>
</tr>
<tr>
<td>$y, z$</td>
<td>number of dollars and number of shares in a portfolio</td>
</tr>
<tr>
<td>$\theta$</td>
<td>the type of the investor</td>
</tr>
<tr>
<td>$u(y, z</td>
<td>\theta)$</td>
</tr>
<tr>
<td>$c(r)$</td>
<td>cost of research</td>
</tr>
</tbody>
</table>

* We also use $X_I$ and $X_S$ to denote the expected number of trades made by an information-investor and snipers, respectively, under the LOB conditional on an information-investor arriving and learning the value of the security. And we use $X_{q_{ND}}$ to denote the expected number of trades made by an information-investor under $q_{ND}$ conditional on arriving and learning the value of the security.

† We also use $N$ to denote the reciprocal of $\varepsilon$.

‡ We use stars to denote equilibrium values.
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