Bad Bets and Incentives for Risk-Taking

By Orie Shelef

As the run-up to the Great Recession demonstrated, risk taking by managers can have drastic consequences not just for their own firms but also for the global economy. Yet, risk taking is an integral and important part of firms and our economy. Sensible risk taking is central to economic growth, entrepreneurship, and innovation. The inherent tension is that while we do not like risk taking, there are projects that, on average, succeed by enough to justify it. We want to give people incentives to undertake such risky projects, but not those where the expected outcome does not justify the risk. This policy brief will not answer the fundamental tension. What this policy brief will do is complicate the problem by introducing another kind of risk taking that we can all agree we would be better off without—one, however, that seems to be undertaken systematically in response to compensation schemes—namely, bad bets. In this brief, I discuss what are bad bets, why incentives can lead people to take them, empirical evidence that incentives actually do lead to bad bets, why this matters for all sorts of incentives, and what policymakers can do.

What are bad bets? And how do compensation plans encourage them?

Bad bets, in my terminology, are simply risky opportunities that provide more risk but not more expected return than some other available opportunity. Gambling is easily seen as a bad bet. On average, a gambler takes risk and loses money. If he just kept his money in his pocket, a gambler would have less risk and a higher expected return.
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(not losing anything). Gambling, as the house, however, is not obviously a bad bet. The house, on average, wins, but it does take some risk. Some bad bets might look pretty good—what makes bets bad is that they are dominated by a better alternative. For example, you can invest in a stock market index through a mutual fund that charges high fees or through one that charges low fees. Both may be expected to do better than other choices. But, assuming they make the same investments and provide you the same services, the high fee fund is a bad bet. You get more return on the low fee fund without taking on more risk.

Bad bets are different from the classic concerns about risk taking. Unlike the usual concern about finding the optimal trade-off between risk taking and performance, there is no trade-off. Choosing the wrong risk/return trade-off is inefficient, but in some sense second order, compared with bad bets. Also, bad bets are not normally part of the relevant choice set. Individuals do not like risk, and firms either do not like risk or are indifferent to it. They have no reason to even consider a riskier, worse-performing choice. Dominated, and thus irrelevant, choices should not matter. This intuition has driven the risk/reward trade-off. More reward comes with more risk and more risk comes with more reward. As long as we are making decisions for ourselves, this is straightforward, but once we delegate the decisions—to executives, money managers, employees, etc.—those we delegate to have their own incentives. The classic research in this setting has grappled with whether the managers we use will pick the right risk/return trade-off for our risk tolerance—they might take too little risk because they have different risk tolerances than we do or have different incentives. Yet, as Palomino and Prat (2003) argue, we may pay them in a way that makes them like risk. If we do, then bad bets are relevant, and the whole logic of more risk/more return may not hold.

The central feature of compensation that can induce bad bets is when managers have more to gain from succeeding than they have to lose from failing. The simplest part of a compensation scheme that has this feature is a stock option. An option pays a share of the performance if the performance is above a threshold but does not penalize if performance is below a threshold. For example, consider a manager in a firm with a stock price of $40 and an option—the right to buy a share—at $50. Suppose this manager is choosing between two projects, each with a 50 percent chance of succeeding: a good bet that makes the company worth $49 if it succeeds and $39 if it fails, an average return of 10 percent, and a bad bet that makes the company worth $55 if it succeeds and $17 if it fails, an average return of 10 percent. With either bet, the option is worthless in failure. Success with the good bet is also not rewarded by the option. But the option pays out $5 if the bad bet succeeds. The manager’s option encourages choosing this bad bet over a lower risk and higher expected return choice. But other explicit compensation, such as increasing commissions, or implicit rewards, such as those for exemplary performance, can have similar incentive effects as an option. And these types of compensation schemes are common. However, all of these features can also induce valuable risk taking, especially if individuals are more risk-averse than their firms. Thus, the importance of bad bets is not something we can infer just by looking at how people are paid. Instead, we have to look for evidence of people taking more risk but getting low returns.
Bad bets are being made, and they matter.

Researchers are just starting to find this evidence. Huang, Sialm, and Zhang (2011) and others look at mutual funds and puzzle that funds that start to take more risk do worse. Shue and Townsend (2013) look at executives that receive more options, encouraging more risk, and find that they take more risk. But they also note, without explanation, that their firms, at least in the short term, do worse. These both are consistent with taking bad bets but still leave open alternative explanations.

In my work (de Figueriedo, Rawley, and Shelef, 2013), we connect the two. We do that by exploiting, from a research perspective, hedge funds. Hedge funds provide a setting that we can use to disentangle the major challenge of studying incentives in the real world: Does a manager do A because of an incentive? Or did someone decide to offer that incentive because the manager was going to do A? Because of the nature of the hedge fund contracts, the fee formula is fixed in advance and we take advantage of market movements to change the incentives for risk in a way that was not chosen by the manager or by investors. And, we can address the major challenge of studying risk taking, by being able to measure and compare risk taking. Since hedge fund managers are free to make all sorts of investments, they all could have made the same choices and looking at the risk embedded in their performance this lets us measure how much risk they ended up taking.

The key feature of hedge fund incentives that we exploit is that hedge funds have a threshold, called a “high-water mark,” which works like an option. If they are below this threshold, they get paid a management fee, say, 2 percent of the assets they manage. Above the threshold, they get the management fee plus they get a performance fee, usually 20 percent, of the returns they generate above the threshold. Thus managers share in 2 percent of losses but 22 percent of gains. These are strong incentives to exert effort, but also to take risk. Yet, these incentives vary depending on where a manager is with respect to the threshold—for example, the $50 option discussed above may affect incentives differently if the stock price were $30, $40, or $60.

Figure 1 shows what we would expect to see, if managers are making bad bets. Each line compares the effort, risk taking, and performance of the manager, when the manager is some distance below the threshold compared with normal risk and performance levels. As managers move below the threshold, they exert less effort (dotted line). This is driven
by a bigger chance that the payoff they receive for this effort is 2 percent rather than 22 percent. At first, risk taking (solid line) increases. This is because taking more risk still pays off in the 22 percent region, but the cost of risk falls as it is more likely costing 2 percent rather than 22 percent. Eventually, as managers are far enough below the high-water mark, the risk stops paying off and managers take less risk, because they have little chance of reaching the 22 percent region but are still paying 2 percent of the cost of the bad bets.

Empirically, we cannot observe effort, but we do see performance (dashed line). At first both reduced effort and increased risk taking lead to reduced performance. Eventually, if bad bets are important to performance, then we should see managers very far from their thresholds stop taking bad bets and improve their performance.

Figure 2 shows what managers actually do, as market performance moves them away from their thresholds. The solid line plots risk taking and the dashed line plots performance. It looks much as Figure 1 predicts. At first, risk taking rises and performance drops, which is consistent with managers making bad bets, but it is also consistent with taking more risk and exerting less effort. When managers are very far from their thresholds, the effects of bad bets show up clearly. Risk taking drops, as we would expect. Risk taking of any kind just does not pay much this far away. While we do not observe effort directly, managers far from the high-water mark should be exerting even less effort than those closer. Yet, their performance rebounds. The increase in performance relative to managers somewhat closer to the high-water mark is exactly what would happen, if those closer were taking bad bets and that was driving their performance decline.

Bad bets are economically significant and worthy of policy discussion. Extrapolating the pattern in Figure 2 to the entire industry, hedge fund investors lose $20 billion a year and subject investors to risk equal to another $12 billion.1 But the underlying mechanism is much broader than just hedge funds. Hedge fund compensation and CEO compensation are surprisingly similar, though the terminology is different. And the findings in Shue and Townsend are consistent with bad bets in “main street” firms too.

Moreover, these compensation schemes can make a bad situation worse. Even transient

---

1 Though redesigning contracts to fix this behavior without undoing good parts of the contracts is not obvious. But, since the financial crisis, it appears the industry is experimenting.
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bad luck can lead a manager to be below his threshold and thus take more risk and do worse, magnifying and perpetuating the harm—to the firm, the industry, or the economy. Beyond executives, millions of employees have stock options, sales people routinely have convex commission schemes, and others have performance pay schemes that add some convexity to their pay.

Risk taking is also a fundamental policy question. The beginnings of a policy response to risk taking, in the Dodd-Frank Act, focused on the link between compensation and incentives for risk taking. Yet, as the struggle around that legislation displayed, regulating incentives for risk taking is not simple, for a very fundamental reason. The same types of incentives that encourage valuable risk taking and effort can also induce inefficient and excessive risk taking.

Policy Implications

Since bad bets are bad both for society and for firms themselves, policymakers and firm decision makers are aligned and can respond by changing compensation structures and the jobs people do. From an incentive scheme design, two features can help—without important repercussions elsewhere. First, stop rewarding great outcomes that are unlikely to arise under sensible risk taking. These rewards provide little incentive for effort or sensible risks, but do encourage excessive risk taking. For example, the move toward non-stock bonus contracts can do this, if they are well designed. Second, find ways to expose managers to more of the downside of failure. The move to replace options with restricted stock does some of this. Finally, policymakers can encourage and firm decision makers can implement institutional risk controls, including empowering someone who is compensated to manage risk. The rise of the “chief risk officer” may serve this role, but only with the right authority and incentives. More generally, even in settings where the firm is risk tolerant, it is important to design jobs and incentives with consideration for risk-taking incentives and controls.
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